
Approximation Theory and Approximation Practice (hereinafter ATAP) is another remarkable book from Nick Trefethen. ATAP begins with “Welcome to a beautiful subject!—the constructive approximation of functions. And welcome to a rather unusual book.” To which this reviewer replies, “And how.”

The first unusual thing is that the book was produced using MATLAB’s “publish” feature, and each chapter is available for download free of charge, complete with all source code from www.chebfun.org/ATAP/. This represents an exemplary commitment to reproducible research and to open access [11]. SIAM publishing deserves an accolade for going along with this. Of course there’s the omnipresence of piracy to think of. How better to disarm the pirates than by giving away what they want to steal? Now, SIAM is so active in supporting our research and teaching that I, for one, had no hesitation in actually purchasing a copy anyway—and I’m certain I’m not alone.

Other publishers are trying to cope too. Springer provides free electronic access to members of institutions that have purchased the Springer Electronic Library and moreover sells universally priced copies ($25) of each book in that list. The CUP book Modern Computer Arithmetic by Brent and Zimmerman [1] can be downloaded again free of charge from www.chebfun.org. Chebfun is a project of some maturity now and was begun with the goal of bringing the speed of floating-point computation to the problem of computing with functions. It succeeds remarkably well.

The success of this project comes mostly from its basic design decision, to represent univariate real functions by Chebyshev series, or equivalently numerically by interpolation at Chebyshev–Lobatto aka Chebyshev extreme points $x_k = \cos(\pi k/n)$ on the interval $[-1, 1]$. The approximation theory described in ATAP thus plays a fundamental role in the design of Chebfun, and so it’s natural that Chebfun be used to illustrate approximation practice. A great many impressive examples of Chebfun in action can be found at www.chebfun.org/examples/, by the way.

An example of my own that illustrates the utility of Chebfun to resurrect a very old method for solving delay differential equations, namely, the method of steps, can be found in Chapter 16 of [2]. See Figure ??.

The method of steps fails in symbolic computation, usually when the integrals become nonelementary; but even if the integrals are all just polynomials, the complexity suffers greatly from the swelling size of the coefficients and the length of the series. In Chebfun, essentially all functions are repre-

1Well, now I know this, from reading ATAP.
resented by Chebyshev series truncated automatically at roundoff-level accuracy; such series can be integrated repeatedly without either significant error or swell in size. The degrees of the approximation might be in the thousands, or even tens of thousands, but this presents no difficulty.

This brings up a myth, one of several that ATAP explicitly overturns: the myth that polynomial interpolants diverge as the degree goes to infinity. It’s a pretty powerful myth, because it has a theorem [4], which says no matter what the grids are, there is a function \( f \) for which the interpolants diverge. But if \( f \) is even just Lipschitz continuous, convergence is guaranteed if the Chebyshev nodes are used, and the smoother \( f \) is, the faster. This matters enormously, in practice. These facts are discussed in detail in Chapters 7 and 8 of ATAP. These facts also have important implications for numerical quadrature (Chapter 19).

Of course the use of high-degree polynomial interpolants requires a numerically stable algorithm for evaluating them, namely, the first and second barycentric forms, which are much better than divided differences. The point is that ATAP is written with the idea in mind that there is no knowing which polynomial will wind up being used, so one ought to be concerned with Lebesgue constants (Chapter 15 of ATAP) and not condition numbers of individual polynomials. In contrast, my work follows the ideas of [5], [6], and [9] and is concerned with condition numbers. This work is very similar in spirit to the work on pseudospectra by Nick Trefethen and coworkers, and indeed there’s an explicit connection.

Here’s what I mean. We follow the definitions of [6]. If

\[
p(z) = \sum_{k=0}^{n} c_k \phi_k(z)
\]

is an expression for a polynomial (or matrix polynomial if the \( c_k \) are matrices) in some basis \( \phi \), then making small relative changes in the coefficients \( c_k \), say to \( c_k(1 + \delta_k) \), results in a change in the value of \( p(z) \) to \( p(z) + \Delta p(z) \) where

\[
\Delta p(z) = \sum_{k=0}^{n} c_k \delta_k \phi_k(z).
\]

This is at most (by the triangle inequality)

\[
|\Delta p(z)| \leq \left( \sum_{k=0}^{n} |c_k| \|\phi_k(z)\| \right) \cdot \|\delta\|_{\infty},
\]

and the (nonpolynomial) function

\[
B(z) = \sum_{k=0}^{n} |c_k| \|\phi_k(z)\|
\]

acts as a condition number. The bound is attained for maximal, signed \( \delta_k \). This condition number of \( p \) depends on the basis \( \phi_k \).
in two ways—one through $\phi_k$ itself, and another in that the coefficients $c_k$ themselves change if you change the basis. Farouki and Goodman [5] give an elegant proof that Bernstein bases
\[ \phi_j(z) = (b - a)^{-n} \sum_{j=0}^{n} (x - a)^j (b - x)^{n-j} \]
are, among all nonnegative bases on an interval, optimal in the sense that no expression in terms of other bases nonnegative on the interval can have generally better condition number. The paper [3] weakens the nonnegativity constraint and shows that Lagrange bases can be better yet, often by many orders of magnitude.

This is not true for Newton bases (divided differences). Additionally their condition number depends unhelpfully on the ordering of the nodes. The point of [3] is, however, that a polynomial expressed in a Newton basis can be expected to be much better conditioned than the same polynomial expressed in a Newton basis, that is, by use of divided differences. This to me is the real reason Lagrange bases are better than divided differences. This also helps Chebfun when the Lagrange basis on Chebyshev-nodes is used.

ATAP doesn’t use the full strength of this argument, because it (the argument) depends on the particular polynomial. Instead, ATAP relies on the more generic, but weaker, bound that arises from
\[ B(z) \leq \left( \sum_{k=0}^{n} |\phi_k(z)| \right) \|c\|_\infty, \]
where the Lebesgue function
\[ \Lambda(z) = \sum_{k=0}^{n} |\phi_k(z)| \]
and the Lebesgue constant $\Lambda = \sup (\Lambda(z))$ give larger and larger bounds. This weakening can be quite consequential, although it does make general a priori conclusions possible. More importantly, because the Lebesgue constant for Chebyshev bases is nearly optimal, the Chebyshev–Lobatto interpo-
lation nodes $y_k = \cos(\pi k/n)$, $0 \leq k \leq n$, are also extremely good.

Interestingly, the function $B(z)$ arises in the computation of pseudospectra or pseudozeros: using the symbol $\Lambda$ differently,
\[ \Lambda_c(z) := \left\{ z \mid \exists \Delta c_k \text{ with } |\Delta c_k| \leq \alpha_k \epsilon \text{ and } \sum_{k=0}^{n} (c_k + \Delta c_k) \phi_k(z) = 0 \right\} \]
is the pseudozero set for $p(z)$, with nonnegative weights $\alpha_k$ (typically $\alpha_k = |c_k|$ for relative weights). An alternative characterization for $\Lambda_c$ is familiar:
\[ \Lambda_c(z) := \{ z \mid |p(z)| \leq B(z) \epsilon \} \]
with our previously defined $B(z)$ (in the matrix case one has $\|P^{-1}(z)\| \geq (B(z)\epsilon)^{-1}$). For pseudospectra in general of course the go-to reference is [12].

I think this is an important part of approximation theory that is not in ATAP. On the other hand, Lebesgue constants are important, too, and they can be used a priori, whereas condition numbers can only be used a posteriori. I mention Lebesgue constants only once in [2], and in retrospect that’s not enough. So maybe Nick’s right and I’m wrong. Speaking of errors, there are inevitably some in ATAP. But known errors are listed on the well-maintained errata page at www.chebfun.org/ATAP/ and if you find another, just send it to Nick.

Much more important are the exercises. They are novel, interesting, challenging, informative and in some cases open-ended. For instance, you might find yourself learning a lot about order stars [8] if you really put your mind to answering Exercise 27.4. I confess that I have not done all the exercises. I did use this review as an excuse to do some more. They’re fun as well as challenging. Don Knuth once said (either to me or to David Jeffrey, I forget which) that he included the answers to all the exercises in his books because he worried that he “might not be able to do them again.” I don’t generally approve of having the answers to past exams available for students—but I would read Nick’s answers to his exercises, should he ever publish them.

I was warned that reviews have a tendency to turn into essays, and I guess this happened and I’ve strayed a bit from my topic. I’ll just finish by stating what should be obvious: ATAP is a landmark, revolutionary book.
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