IP1
Differential Privacy: A Gateway Concept

Differential privacy is a definition of privacy tailored to statistical analysis of very large datasets. Invented just over one decade ago, the notion has become widely (if not deeply) deployed, and yet much remains to be done. The theoretical investigation of privacy/accuracy tradeoffs that shaped the field by delineating the boundary between possible and impossible motivate the continued search for new algorithmic techniques, as well as still meaningful relaxations of the basic definition. Differential privacy has also led to new approaches in other fields, most notably in algorithmic fairness and adaptive data analysis, in which the questions being asked of the data depend on the data themselves. We will highlight some recent algorithmic and definitional work, and focus on differential privacy as a gateway concept to these new areas of study.
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IP2
The Power of Theory in the Practice of Hashing with Focus on Similarity Estimation

Hash functions have become ubiquitous tools in modern data analysis, e.g., the construction of small randomized sketches of large data streams. We like to think of abstract hash functions, assigning independent uniformly random hash values to keys, but in practice, we have to choose a hash function that only has an element of randomness, e.g., 2-independence. While this works for sufficiently random input, the real world has structured data where such simple hash functions fail, calling for the need of more powerful hash functions. In this talk, we focus hashing for set similarity, which is an integral component in the analysis of Big Data. The basic idea is to use the same hash function to do coordinated sampling from different sets. Depending on the context, we want subsets sampled without replacement, or fixed-length vectors of samples that may be with replacement. The latter is used as input to support vector machines (SVMs) and locality sensitive hashing (LSH). The most efficient constructions require very powerful hash functions that are also needed for efficient size estimation. We discuss the interplay between the hash functions and the algorithms using them. Finally, we present experiments on both real and synthetic data where standard 2-independent hashing yield systematically poor similarity estimates, while the right theoretical choice is sharply concentrated, and faster than standard cryptographic hash functions with no proven guarantees.

Mikkel Thorup
University of Copenhagen
mikkel2thorup@gmail.com

IP3
Approximation Algorithms for Uncertain Environments

The past decade has seen considerable work on algorithms in models with uncertainty: where either the inputs to the algorithm or the algorithm’s actions have some degree of uncertainty. Designing algorithms for these settings give rise to new problems and techniques. I will survey some algorithmic models that try to capture uncertainty in optimization problems, talk about some example problems, and indicate some of the techniques and ideas used to tackle the uncertainty in these problems and get provable guarantees on the performance of these algorithms.
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CP0
A Generic Framework for Engineering Graph Canonization Algorithms

The state-of-the-art tools for practical graph canonization are all based on the individualization-refinement paradigm, and their difference is primarily in the choice of heuristics they include and in the actual tool implementation. It is thus not possible to make a direct comparison of how individual algorithmic ideas affect the performance on different graph classes. We present an algorithmic software framework that facilitates implementation of heuristics as independent extensions to a common core algorithm. It therefore becomes easy to perform a detailed comparison of the performance and behaviour of different algorithmic ideas. Implementations are provided of a range of algorithms for tree traversal, target cell selection, and node invariant, including choices from the literature and new variations. The framework readily supports extraction and visualization of detailed data from separate algorithm executions for subsequent analysis and development of new heuristics. Using collections of different graph classes we investigate the effect of varying the selections of heuristics, often revealing exactly which individual algorithmic choice is responsible for particularly good or bad performance. On several benchmark collections, including a newly proposed class of difficult instances, we additionally find that our implementation performs better than the current state-of-the-art tools.
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CP0
Computing Top- \( k \) Closeness Centrality in Fully-Dynamic Graphs

Closeness is a widely-studied centrality measure. Since it requires all pairwise distances, computing closeness for all nodes is infeasible for large real-world networks. However, for many applications, it is only necessary to find the \( k \) most central nodes and not all closeness values. Prior work has shown that computing the top- \( k \) nodes with highest
closeness can be done much faster than computing closeness for all nodes in real-world networks. However, for networks that evolve over time, no dynamic top-k closeness algorithm exists that improves on static recomputation. In this paper, we present several techniques that allow us to efficiently compute the k nodes with highest (harmonic) closeness after an edge insertion or an edge deletion. Our algorithms use information obtained during earlier computations to omit unnecessary work. However, they do not require asymptotically more memory than the static algorithms (i.e., linear in the number of nodes). We propose separate algorithms for complex networks (which exhibit the small-world property) and networks with large diameter such as street networks, and we compare them against static recomputation on a variety of real-world networks. On many instances, our dynamic algorithms are two or three orders of magnitude faster than recomputation; on some large graphs, we even reach average speedups between $10^3$ and $10^4$.
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CP0
Polynomial Tuning of Multiparametric Combinatorial Samplers
Boltzmann samplers and the recursive method are prominent algorithmic frameworks for the approximate-size and exact-size random generation of large combinatorial structures, such as maps, tilings, RNA sequences or various tree-like structures. In their multiparametric variants, these samplers allow to control the profile of expected values corresponding to multiple combinatorial parameters. One can control, for instance, the number of leaves, profile of node degrees in trees or the number of certain subpatterns in strings. However, such a flexible control requires an additional non-trivial tuning procedure. In this paper, we propose an efficient polynomial-time, with respect to the number of tuned parameters, tuning algorithm based on convex optimisation techniques. Finally, we illustrate the efficiency of our approach using several applications of rational, algebraic and Pólya structures including polyomino tilings with prescribed tile frequencies, planar trees with a given specific node degree distribution, and weighted partitions.
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CP0
Scaling Up Group Closeness Maximization
Closeness is a widely-used centrality measure in social network analysis. While the identification of the k nodes with highest closeness received significant attention, many applications are actually interested in finding a group of nodes that is central as a whole. For this problem, only recently a greedy algorithm with approximation ratio $(1 - 1/e)$ has been proposed [Chen et al., ADC 2016]. Since this algorithm’s running time is still expensive for large networks, a heuristic without approximation guarantee has also been proposed in the same paper. In the present paper we develop techniques to speed up the greedy algorithm without losing its guarantee. Compared to a straightforward implementation, our approach is orders of magnitude faster and, compared to the heuristic proposed by Chen et al., we always find a solution with better quality in a comparable running time in our experiments. Our method Greedy++ allows us to approximate the group with maximum closeness on networks with up to hundreds of millions of edges in at most a few hours. To have the same theoretical guarantee, the greedy approach by [Chen et al., ADC 2016] would take several days already on networks with hundreds of thousands of edges. In a comparison with the optimum, our experiments show that the solution found by Greedy++ is much better than the theoretical guarantee. Over all tested networks, the empirical approximation ratio is never lower than 0.97.
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CP0
Quadratic Time Algorithms Appear to Be Optimal for Sorting Evolving Data
We empirically study sorting in the evolving data model. In this model, a sorting algorithm maintains an approximation to the sorted order of a list of data items while simultaneously, with each comparison made by the algorithm, an adversary randomly swaps the order of adjacent items in the true sorted order. Previous work studies only two versions of quicksort, and has a gap between the lower bound of $\Omega(n)$ and the best upper bound of $O(n \log \log n)$. The experiments we perform in this paper provide empirical evidence that some quadratic-time algorithms such as insertion sort and bubble sort are asymptotically optimal for any constant rate of random swaps. In fact, these algo-
rithms perform as well as or better than algorithms such as quicksort that are more efficient in the traditional algorithm analysis model.
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Analyze Boltzmann Samplers for Bose-Einstein Condensates with Dirichlet Generating Functions

Boltzmann sampling is commonly used to uniformly sample objects of a particular size from large combinatorial sets. For this technique to be effective, one needs to prove that (1) the sampling procedure is efficient and (2) objects of the desired size are generated with sufficiently high probability. We use this approach to give a provably efficient sampling algorithm for a class of weighted integer partitions related to Bose–Einstein condensation from statistical physics. Our sampling algorithm is a probabilistic interpretation of the ordinary generating function for these objects, derived from the symbolic method of analytic combinatorics. Using the Knuth–Meinardus probabilistic method to bound the rejection rate of our Boltzmann sampler through singularity analysis of Dirichlet generating functions, we offer an alternative approach to analyze Boltzmann samplers for objects with multiplicative structure.
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CP0
Hybrid Indexing Revisited

Hybrid indexing is a recent approach to text indexing that allows the space-usage of conventional text indexes (e.g., suffix trees, suffix arrays, FM-indexes) to scale well with the text size, n, when the size of the text, z, is small relative to n. The price for this improved scalability is that an upper bound M on the pattern length that can be searched for must be declared at index construction time. Because the size of the resulting index contains an $O(Mz)$ term, M must be kept reasonably small, though it has been shown that $M \approx 100$ leads to acceptable performance in some genomic applications. However, despite its promise, the practical performance of hybrid indexing relative to other compressed index data structures is poorly understood. This paper addresses that need, detailing experiments that show hybrid indexing — when carefully implemented — to be significantly smaller and faster than alternative approaches on a broad range of data of different levels of compressibility. We also describe practical extensions to hybrid indexing that obviate the restriction on M, supporting search for patterns of arbitrary length.
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CP0
Trace Reconstruction with Varying Deletion Probabilities

In the trace reconstruction problem an unknown string $x = (x_0, \ldots, x_{n-1}) \in \{0, 1, \ldots, m-1\}^n$ is observed through the deletion channel, which deletes each $x_k$ with a certain probability, yielding a contracted string $\tilde{x}$. Earlier works have proved that if each $x_k$ is deleted with the same probability $q \in [0, 1)$, then $\exp(O(n^{1/3}))$ independent copies of the contracted string $\tilde{x}$ suffice to reconstruct $x$ with high probability. We extend this upper bound to the setting where the deletion probabilities vary, assuming certain regularity conditions. First we consider the case where each letter $x_k$ is deleted with some known probability $q_k$. Then we consider the case where each letter $\zeta \in \{0, 1, \ldots, m-1\}$ is associated with some possibly unknown deletion probability $q_\zeta$.
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CP0
Scalable Kernelization for Maximum Independent Sets

The most efficient algorithms for finding maximum independent sets use reduction rules to obtain a much smaller problem instance called a kernel. The kernel can then be solved quickly using exact or heuristic algorithms or by repeatedly kernelizing recursively in the branch-and-reduce paradigm. It is of critical importance for these algorithms that kernelization is fast and returns a small kernel. Current algorithms are either slow but produce a small kernel, or fast and give a large kernel. We attempt to accomplish both of these goals simultaneously, by giving an efficient parallel kernelization algorithm based on graph partitioning and parallel bipartite maximum matching. We combine our parallelization techniques with two techniques to accelerate kernelization further: dependency checking that prunes reductions that cannot be applied, and reduction tracking that allows us to stop kernelization when reductions become less fruitful. Our algorithm produces kernels that are orders of magnitude smaller than the fastest kernelization methods, while having a similar execution time. Furthermore, our algorithm is able to compute kernels with size comparable to the smallest known kernels, but up to two orders of magnitude faster than previously possible. Finally, we show that our kernelization algorithm can be used to accelerate existing state-of-the-art heuristic algorithms, allowing us to find larger independent sets faster on large real-world networks and synthetic instances.
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Computing 2-Connected Components and Maximal 2-Connected Subgraphs in Directed Graphs: An Experimental Study

Motivated by very recent work on 2-connectivity in directed graphs, we revisit the problem of computing the 2-edge- and 2-vertex-connected components, and the maximal 2-edge- and 2-vertex-connected subgraphs of a directed graph $G$. We explore the design space for efficient algorithms in practice, based on recently proposed techniques, and conduct a thorough empirical study to highlight the merits and weaknesses of each technique.
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CP0
Engineering a Delegatable and Error-Tolerant Algorithm for Counting Small Subgraphs

We study the problem of counting the number of occurrences of a given six-vertex pattern graph $S$ in an $n$-vertex host graph $H$. We engineer an open-source GPU implementation of a distributed algorithm design of Björklund and Kaski [PODC 2016] where (i) the execution of the algorithm can be delegated [Goldwasser, Kalai, and Rothblum, J. ACM 2015] to produce a noninteractive probabilistically checkable proof of correctness, and (ii) the execution of the algorithm when preparing the proof tolerates a controllable number of adversarial errors. Experiments with NVIDIA Tesla K80 and Tesla P100 Accelerators demonstrate that the framework is practical for inputs of up to 512 vertices, with proof checking being several orders of magnitude more efficient than preparing the proof; however, proof preparation still carries at least one order of magnitude overhead compared with just solving the problem.
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CP0
Hyperbolic Embeddings for Near-Optimal Greedy Routing

Greedy routing computes paths between nodes in a network by successively moving to the neighbor closest to the target with respect to coordinates given by an embedding into some metric space. Its advantage is that only local information is used for routing decisions. We present different algorithms for generating graph embeddings into the hyperbolic plane that are well suited for greedy routing. In particular our embeddings guarantee that greedy routing always succeeds in reaching the target and we try to minimize the lengths of the resulting greedy paths. We evaluate our algorithm on multiple generated and real world networks. For networks that are generally assumed to have a hidden underlying hyperbolic geometry, such as the Internet graph, we achieve near-optimal results, i.e., the resulting greedy paths are only slightly longer than the corresponding shortest paths. In the case of the Internet graph, they are only 6% longer when using our best algorithm, which greatly improves upon the previous best known embedding, whose creation required substantial manual intervention.
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CP0
Faster Approximation Algorithm for the k-Regret Minimizing Set and Related Problems

Efficient multi-criteria decision making often requires looking at a small set of representative objects from a large collection. A recently proposed method for finding representative objects is the $k$-regret minimizing set ($k$-RMS problem). Intuitively, given a large set of objects (points) in $d$ dimensions, the goal is to choose a small representative subset, such that for every user preference, there is always an object in the subset whose preference score is not much worse than the score of the $k$-th most preferred object in the original set. We propose two new efficient approximation algorithms for the $k$-regret minimizing set problem with provable theoretical guarantees. Our algorithms improve on the space and time complexities of previous approximation algorithms for the $k$-RMS problem. In addition, we run extensive experiments on real and synthetic data sets showing that simple modifications of our theoretical algorithms run significantly faster than the previous implementations of the $k$-RMS problem. Finally, we present an efficient approximation algorithm with theoretical guarantees for an extension of the $k$-RMS problem, which is called the Top-$k$ regret minimizing set problem.
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**Simple, Fast and Lightweight Parallel Wavelet Tree Construction**

The wavelet tree (Grossi et al. [SODA, 2003]) and wavelet matrix (Claude et al. [Inf. Syst., 47:15–32, 2015]) are compact indices for texts over an alphabet $\sigma$ that support rank, select and access queries in $O(\lg \sigma)$ time. We first present new practical sequential and parallel algorithms for wavelet tree construction. Their unifying characteristics is that they construct the wavelet tree bottom-up, i.e., they compute the last level first. We also show that this bottom-up construction can easily be adapted to wavelet matrices. In practice, our best sequential algorithm is up to twice as fast as the currently fastest sequential wavelet tree construction algorithm (Shun [DCC, 2015]), simultaneously saving a factor of 2 in space. This scales up to 32 cores, where we are about equally fast as the currently fastest parallel wavelet tree construction algorithm (Labeit et al. [DCC, 2016]), but still use only about 75% of the space. An additional theoretical result shows how to adapt any wavelet tree construction algorithm to the wavelet matrix in the same (asymptotic) time, using only little extra space.
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**Split-Decomposition Trees with Prime Nodes: Enumeration and Random Generation of Cactus Graphs**

In this paper, we build on recent results by Chauve et al. and Bahrami and Lumbraco, which combined the split-decomposition, as exposed by Gioan and Paul, with analytic combinatorics, to produce new enumerative results on graphs—in particular the enumeration of several subclasses of perfect graphs (distance-hereditary, 3-leaf power, ptolemaic). Our goal was to study a simple family of graphs, of which the split-decomposition trees have prime nodes drawn from an enumerable (and manageable!) set of graphs. The cactus graphs, which we describe in more detail further down in this paper, can be thought of as trees with their vertices replaced by cycles (or arbitrary lengths). Their split-decomposition trees contain prime nodes that are cycles, making them ideal for study. We derive a characterization of the split-decomposition trees of cactus graphs, we produce a general template of symbolic grammar for cactus graphs, and then we implement random generation for these graphs, building on work by Iriza.
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**Theoretical Analysis of Beaconless Geocast Protocols in 1D**

Beaconless geocast protocols are routing protocols used to send messages in mobile ad-hoc wireless networks, in which the only information available to each node is its own location. Messages get routed in a distributed manner: each node uses local decision rules based on the message source and destination, and its own location. In this paper we analyze six different beaconless geocast protocols, focusing on two relevant 1D scenarios. The selection of protocols reflects the most relevant types of protocols proposed in the literature, including those evaluated in previous computer simulations. We present a formal and structured analysis of the maximum number of messages that a node can receive, for each protocol, in each of the two scenarios. This is a measure of the network load incurred by each protocol. Our analysis, that for some of the protocols requires an involved probabilistic analysis, confirms behaviors that had been observed only through simulations before.
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**CP0**

**On Deletions in Open Addressing Hashing**

Deletions in open addressing tables have often been seen as problematic. The usual solution is to use a special mark ‘deleted’ so that probe sequences continue past deleted slots, as if there was an element still sitting there. Such a solution, notwithstanding its wide applicability, may involve performance degradation. In the first part of this paper we review a practical implementation of the often overlooked deletion algorithm for linear probing hash tables, analyze its properties and performance, and provide several strong arguments in favor of the Robin Hood variant. In particular, we show how a small variation can yield substantial improvements for unsuccessful search. In the second part we propose an algorithm for true deletion in open addressing hashing with secondary clustering, like quadratic hashing. As far as we know, this is the first time that such an algorithm appears in the literature. Moreover, for tables built using the Robin Hood variant the deletion algorithm strongly preserves randomness (the resulting table is identical to the table that would result if the item were not inserted at all). Although it involves some extra memory for bookkeeping, the algorithm is comparatively easy and efficient, and it might be of some practical value, besides its theoretical interest.
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Area-Preserving Subdivision Simplification With Topology Constraints: Exactly And In Practice

Given a planar subdivision and a set of points, we want to simplify the subdivision by removing vertices of degree 2. The vertices should be removed in such a way that all points remain in their respective faces, the area of any face changes by a factor of at most $\delta$ and the distance of the resulting lines to the original ones is at most $\varepsilon$. While inapproximability carries over from less general problems, we present an heuristic approach which solves continental sized instances in seconds. For city-sized instances we can compute optimal results via Integer-Linear-Programming and show, that our algorithm provides close-to-optimal results.
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Adaptive Cuckoo Filters

We introduce the adaptive cuckoo filter (ACF), a data structure for approximate set membership that extends cuckoo filters by reacting to false positives, removing them for future queries. As an example application, in packet processing queries may correspond to flow identifiers, so a search for an element is likely to be followed by repeated searches for that element. Removing false positives can therefore significantly lower the false positive rate. The ACF, like the cuckoo filter, uses a cuckoo hash table to store fingerprints. We allow fingerprint entries to be changed in response to a false positive in a manner designed to minimize the effect on the performance of the filter. We show that the ACF is able to significantly reduce the false positive rate by presenting both a theoretical model for the false positive rate and simulations using both synthetic data sets and real packet traces.
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Grid Peeling and the Affine Curve-Shortening Flow

In this paper we study an experimentally-observed connection between two seemingly unrelated processes, one from computational geometry and the other from differential geometry. The first one (which we call “grid peeling”) is the convex-layer decomposition of subsets $G \subseteq \mathbb{Z}^2$ of the integer grid, previously studied for the particular case $G = \{1, \ldots, m\}^2$ by Har-Peled and Lidicky (2013). The second one is the affine curve-shortening flow (ACSF), first studied by Alvarez et al. (1993) and Sapiro and Tannenbaum (1993). We present empirical evidence that, in a certain well-defined sense, grid peeling behaves at the limit like ACSF on convex curves. We offer some theoretical arguments in favor of this conjecture. We also pay closer attention to the simple case where $G = N^2$ is a quarter-infinite grid. This case corresponds to ACSF starting with an infinite L-shaped curve, which when transformed using the ACSF becomes a hyperbola for all times $t > 0$. We prove that, in the grid peeling of $N^2$, (1) the number of grid points removed up to iteration $n$ is $\Theta(n^{3/2} \log n)$; and (2) the boundary at iteration $n$ is a quarter-hyperbola that are separated from each other by a constant factor.
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Practical Minimum Cut Algorithms

The minimum cut problem for an undirected edge-weighted graph asks us to divide its set of nodes into two blocks while minimizing the weight sum of the cut edges. Here, we introduce a linear-time algorithm to compute near-minimum cuts. Our algorithm is based on cluster contraction using label propagation and Padberg and Rinaldi’s contraction heuristics [SIAM Review, 1991]. We give both sequential and shared-memory parallel implementations of our algorithm. Extensive experiments on both real-world and generated instances show that our algorithm finds the optimal cut on nearly all instances significantly faster than other state-of-the-art exact algorithms, and our error rate is lower than that of other heuristic algorithms. In addition, our parallel algorithm shows good scalability.
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Linear Time Canonicalization and Enumeration of Non-Isomorphic 1-Face Embeddings

Antiparallel strong traces (ASTs) are a type of walks in
graphs which use every edge exactly twice. They correspond to 1-face embeddings in orientable surfaces and can be used to design self-assembling protein or DNA strands. Based on a novel canonical form invariant for ASTs, gap vector, we provide a linear-time isomorphism test for ASTs and thus, also for orientable 1-face embeddings of graphs. We compare our algorithm with an independent implementation of a recent algebraic approach (Baic et al., MATCH Commun. Math. Comput. Chem. 78 (3), 2017) on large data sets. Our results yield the first large-scale enumeration of non-isomorphic embeddings and investigation of their properties.
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than in the unbiased case.
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The Cover Time of a Biased Random Walk on $G_{n,p}$

We analyse the cover time of a biased random walk on the random graph $G_{n,p}$. The walk is biased towards visiting vertices of low degree and this makes the cover time less than in the unbiased case.
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While there is a lot of work on heuristics for topological drawings, these techniques are typically not transferable to the rectilinear (i.e., straight-line) setting. We introduce and evaluate three heuristics for rectilinear crossing minimization. The approaches are based on the primitive operation of moving a single vertex to its crossing-minimal position in the current drawing $\Gamma$, for which we give an $O((kn+m)^2 \log (kn+m))$-time algorithm, where $k$ is the degree of the vertex and $n$ and $m$ are the numbers of vertices and edges of the graph, respectively. In an experimental evaluation, we demonstrate that our algorithms compute straight-line drawings with fewer crossings than energy-based algorithms implemented in the OPEN GRAPH DRAWING FRAMEWORK on a varied set of benchmark instances. All experiments are evaluated with a statistical significance level of $\alpha = 0.05$.
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A Geometric Heuristic for Rectilinear Crossing Minimization

In this paper we consider the rectilinear crossing minimization problem, i.e., we seek a straight-line drawing $\Gamma$ of a graph $G = (V,E)$ with a small number of edge crossings. Crossing minimization is an active field of research.
From Vertex Incremental Characterizations

In this paper, building on previous work by Nakano et al., 2009, we develop an alternate technique which almost automatically translates (existing) vertex incremental characterizations of graph classes into asymptotics of that class. Specifically, we construct trees corresponding to the sequences of vertex incremental operations which characterize a graph class, and then use analytic combinatorics to enumerate the trees, giving an upper bound on the graph class. This technique is applicable to a wider set of graph classes compared to the tree decompositions, and we show that this technique produces accurate upper bounds. We first validate our method by applying it to the case of distance-hereditary graphs, and comparing the bound obtained by our method with that obtained by Nakano et al., 2009, and the exact enumeration obtained by Chauve et al., 2014. We then illustrate its use by applying it to switch cographs, for which there are few known results: our method provide a bound of 6.301\(^n\), to be compared with the precise exponential growth, 6.159\(^n\), which we obtained independently through the relationship between switch cographs and bicolored cographs, first introduced by Hertz, 1999. We believe the popularity of vertex incremental characterizations might mean this may prove a fairly convenient to tool for future exploration of graph classes.
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CP0
Computing Floods Caused by Non-Uniform Sea-Level Rise

Predicting floods caused by the rise of the sea level is a critical task for preventing large scale catastrophes. Such predictions can potentially be made using a forecast of the sea level and a detailed model of the terrain. However, since available terrain datasets can easily exceed the size of the main memory of a standard computer, I/O (rather than internal computation time) can often be the bottleneck when computing such predictions. Thus to perform predictions efficiently we need an I/O-efficient approach, which minimizes the transfer of data blocks between main memory and disk. Given a terrain raster \( T \) and a sea-level forecast raster \( S \) of \( N \) cells each, we examine the problem of computing the water level of the induced flood for each cell in \( T \). We introduce an I/O-efficient algorithm for this problem that uses \( O((N/B) \log_{M/B}(X/B)) \) I/Os after \( O((N/B) \log_{M/B}(N/B)) \) I/Os of preprocessing, where \( X \) is the number of local minima in \( T \), and \( M \) and \( B \) are the size of main memory and data block, respectively. When \( X < M \) (which holds in practice) our algorithm requires optimal \( O(N/B) \) I/Os after preprocessing. We have implemented our algorithm and put considerable effort into engineering it. We present experiments that illustrate the efficiency and practicality of the algorithm, which is so efficient that work is underway to incorporate our results in the forecast services of the Danish Meteorological Institute.
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CP0
The Complexity of the Multiple Pattern Matching Problem for Random Strings

We generalise a multiple string pattern matching algorithm, proposed by Fredriksson and Grabowski [J. Discr. Alg. 7, 2009], to deal with arbitrary dictionaries on an alphabet of size \( s \). If \( r_m \) is the number of words of length \( m \) in the dictionary, and \( \phi(r) = \max_{m} \ln(sm r_m)/m \), the complexity rate for the string characters to be read by this algorithm is at most \( K_{ub} \phi(r) \) for some constant \( K_{ub} \). Then, we generalise the classical lower bound of Yao [SIAM J. Comput. 8, 1979], for the problem with a single pattern, to deal with arbitrary dictionaries, and determine it to be at least \( K_{lb} \phi(r) \). This proves the optimality of the algorithm, improving and correcting previous claims. Furthermore, we establish a tightness result for dictionaries with the same set \( \{r_m\} \): the worst-case, average-case, and best-case complexities (the latter, up to a finite fraction of the dictionaries) are all equal, up to a finite multiplicative constant.
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CP0
Probabilistic Analysis of the Dual-Pivot Quicksort "Count"

Recently, Aumüller and Dietzfelbinger proposed a version of a dual-pivot quicksort, called "Count", which is optimal among dual-pivot versions with respect to the average number of key comparisons required. In this note we provide further probabilistic analysis of "Count". We derive an exact formula for the average number of swaps needed by "Count" as well as an asymptotic formula for the variance of the number of swaps and a limit law. Also for the number of key comparisons the asymptotic variance and a limit law are identified. We also consider both complexity measures jointly and find their asymptotic correlation.

Ralph Neininger, Jasmin Straub
J.W. Goethe University, Frankfurt
neininger@math.uni-frankfurt.de, jstraub@math.uni-frankfurt.de

CP0
On Induced Paths, Holes and Trees in Random Graphs

The concentration of the sizes of largest induced paths and cycles (holes) are studied in the random graph model
\( G(n, p) \). A 2-point concentration is proved for the size of the largest induced path and cycle, for all \( p = p(n) \) satisfying \( p \geq n^{−1/2}(\ln n)^2 \) and \( p \leq 1 - \epsilon \) where \( \epsilon > 0 \) is any constant. No such tight concentration (within two consecutive values) was known before for induced paths and cycles. As a corollary, a significant additive improvement is obtained over a 25-year old result of Erdős and Palka [?].

Calculations and an explanation as to why more powerful concentration tools cannot be employed is also provided.
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CP0  
A Practical Fpt Algorithm for Flow Decomposition and Transcript Assembly

The Flow Decomposition problem, which asks for the smallest set of weighted paths that covers a flow on a DAG, has recently been used as an important computational step in transcript assembly. We prove the problem is in FPT when parameterized by the number of paths by giving a practical linear FPT algorithm. Further, we implement and engineer a Flow Decomposition solver based on this algorithm, and evaluate its performance on RNA-sequence data. Crucially, our solver finds exact solutions while achieving runtimes competitive with a state-of-the-art heuristic. Finally, we contextualize our design choices with two hardness results related to preprocessing and weight recovery. Specifically, k-Flow Decomposition does not admit polynomial kernels under standard complexity assumptions, and the related problem of assigning (known) weights to a given set of paths is NP-hard.
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CP0  
Efficiently Inferring Pairwise Subtree Prune-and-Regraft Adjacencies Between Phylogenetic Trees

We develop a time-optimal \( O(mn^2) \)-time algorithm to construct the subtree prune-and-regraft (SPR) graph on a collection of \( m \) phylogenetic trees with \( n \) leaves. This improves on the previous bound of \( O(mn^3) \). Such graphs are used to better understand the behaviour of phylogenetic methods and recommend parameter choices and diagnostic criteria. The limiting factor in these analyses has been the difficulty in constructing such graphs for large numbers of trees. We also develop the first efficient algorithms for constructing the nearest-neighbor interchange (NNI) and tree bisection-and-reconnection (TBR) graphs. These new algorithms are enabled by a change of perspective: rather than focusing on the trees and checking for pairs of adjacencies, we enumerate the potential adjacencies themselves in the form of structures called “agreement forests.” To turn this observation into an efficient algorithm, we develop two tools: SDLNewick, the first unique string representation for agreement forests, and a new AFContainer data structure which efficiently stores tree adjacencies using such strings.

Chris Whidden, Frederick Matsen  
Fred Hutchinson Cancer Research Center  
cwhidden@fredhutch.org, matsen@fredhutch.org

CP0  
Quicksort Is Optimal For Many Equal Keys

I prove that the average number of comparisons for median-of-k Quicksort (with fat-pivot a.k.a. three-way partitioning) is asymptotically only a constant \( \alpha_k \) times worse than the lower bound for sorting random multisets of \( n \) elements with \( \Omega(n^\alpha) \) duplicates of each value (for any \( \epsilon > 0 \)). The constant is \( \alpha_k = \ln(2)/(H_{k+1} - H_{k+1/2}) \), which converges to 1 as \( k \to \infty \), so Quicksort is asymptotically optimal for inputs with many duplicates. This partially resolves a conjecture by Sedgewick and Bentley (1999, 2002) and constitutes the first progress on the analysis of Quicksort with equal elements since Sedgewick’s 1977 article.
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CP0  
Parameterizing the Hardness of Binary Search Tree Access Sequences by Inversion Counts

We study a new way of measuring the expected performance of various binary search tree algorithms that is between the worst and the average case. Our starting point is the correspondence between binary search trees and insertion sequences, and we will measure the difficulty of such sequences based on inversion counts. This measure naturally interpolates between random and sequential insertion orders. We show that if the tree is randomly picked from all trees built upon insertion length \( n \) permutations with \( t \) inversions, the height of the tree can be bounded by \( O(n^2 \log n / \min(t, \binom{n}{2} - t)) \).
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In the incremental cycle detection problem edges are inserted to a directed graph (initially empty) and the algorithm has to report once a directed cycle is formed in the graph. A closely related problem to the incremental cycle detection is that of the incremental topological sort problem, in which edges are inserted to an acyclic graph and the algorithm has to maintain a valid topological sort on the vertices at all times. Both incremental cycle detection and incremental topological sort have a long history. The state of the art is a recent breakthrough of Bender, Fineberg, and Tarjan [TALG 2016], with two different algorithms with respective total update times of \( \tilde{O}(n^2) \) and \( O(m \cdot \min\{m^{1/2}, n^{2/3}\}) \). The two algorithms work for both incremental cycle detection and incremental topological sort. In this paper we introduce a novel technique that allows us to improve upon the state of the art for a wide range of graph sparsity. Our algorithms has a total expected update time of \( \tilde{O}(m\sqrt{n}) \) for both the incremental cycle detection and the topological sort problems.
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CP1

Dynamic Algorithms for Graph Coloring

We design fast dynamic algorithms for proper vertex and edge colorings in a graph undergoing edge insertions and deletions. In the static setting, there are simple linear time algorithms for \( (\Delta + 1) \)-vertex coloring and \( (2\Delta - 1) \)-edge coloring in a graph with maximum degree \( \Delta \). It is natural to ask if we can efficiently maintain such colorings in the dynamic setting as well. We get the following three results. (1) We present a randomized algorithm which maintains a \( (\Delta + 1) \)-vertex coloring with \( O(\log \Delta) \) expected amortized update time. (2) We present a deterministic algorithm which maintains a \( (1 + o(1))\Delta \)-vertex coloring with \( O(\text{polylog} \Delta) \) amortized update time. (3) We present a simple, deterministic algorithm which maintains a \( (2\Delta - 1) \)-edge coloring with \( O(\log \Delta) \) worst-case update time. This improves the recent \( O(\Delta) \)-edge coloring algorithm with \( O(\sqrt{\Delta}) \) worst-case update time [BarenboimM17].
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CP1

Dynamic Bridge-Finding in \( \tilde{O}(\log^2 n) \) Amortized Time

We present a deterministic fully-dynamic data structure for maintaining information about the bridges in a graph. We support updates in \( O(\log^2 n) \) amortized time, and can find a bridge in the component of any given vertex, or a bridge separating any two given vertices, in \( O(\log n / \log \log n) \) worst case time. Our bounds match the current best for bounds for deterministic fully-dynamic connectivity up to \( \log \log n \) factors. The previous best dynamic bridge finding was an \( O(\log^3 n) \) amortized time algorithm by Thorup [STOC2000], which was a bitruck-based improvement on the \( O(\log^3 n) \) amortized time algorithm by Holm et al. [STOC98, JACM2001]. Our approach is based on a different and purely combinatorial improvement of the algorithm of Holm et al., which by itself gives a new combinatorial \( O(\log n^3 n) \) amortized time algorithm. Combining it with Thorup’s bitruck, we get down to the claimed \( O(\log^2 n) \) amortized time. Essentially the same new trick can be applied to the biconnectivity data structure from [STOC98, JACM2001], improving the amortized update time to \( O(\log^2 n) \). We also offer improvements in space. We describe a general trick which applies to both of our new algorithms, and to the old ones, to get down to linear space, where the previous best used \( O(m + n \log n \log \log n) \). Our result yields an improved running time for deciding whether a unique perfect matching exists in a static graph.
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CP1

Decremental Transitive Closure and Shortest Paths for Planar Digraphs and Beyond

In this paper we show that the tools used to obtain the best state-of-the-art decremental algorithms for reachability and approximate shortest paths in directed graphs can be successfully combined with the existence of small separators in certain graph classes. In particular, for graph classes admitting balanced separators of size \( O(\sqrt{n}) \), such as planar, bounded-genus and minor-free graphs, we show that for both transitive closure and \((1 + \epsilon)\)-approximate all pairs shortest paths (where \( \epsilon \) is constant), there exist decremental algorithms with \( \tilde{O}(n^{3/2}) \) total update time.
and $\tilde{O}(\sqrt{m})$ worst-case query time. Additionally, for the case of planar graphs, we show that for any $t \in [1, n]$, there exists a decremental transitive closure algorithm with $O(n^2/t)$ total update time and $\tilde{O}(\sqrt{t})$ worst-case query time. In particular, for $t = n^{2/3}$, if all the edges are eventually deleted, we obtain $\tilde{O}(n^{1/3})$ amortized update and query times. Most of the algorithms we obtain are correct with high probability against an oblivious adversary.

**CP1**
Incremental DFS Algorithms: a Theoretical and Experimental Study

Depth first search (DFS) tree is a fundamental data structure for solving graph problems, which can be built in $O(m+n)$ time for a graph with $n$ vertices and $m$ edges. For undirected graphs, the two prominent incremental DFS algorithms are ADFS1 and ADFS2, achieving total update time of $O(n^{1/3} \sqrt{m})$ and $O(n^2)$ respectively. For DAGs, the only non-trivial incremental DFS algorithm is FDFS, requiring total $O(mn)$ update time. However, no such algorithm with $O(m^2)$ bound exist for directed graphs. We carry out extensive experimental and theoretical analysis of incremental DFS algorithms in random and real graphs, deriving the following results.

1. For inserting $\binom{n}{2}$ edges uniformly randomly, ADFS1, ADFS2 and FDFS perform equally well taking $\Theta(n^2)$ time experimentally, which is much better than their worst case bounds. We complement this result with probabilistic analysis proving $O(n^2)$ bound on their time complexities.

2. We also design a simple algorithm for both undirected and directed graphs, which theoretically matches and experimentally outperforms the state-of-the-art algorithm in dense random graphs.

3. Even for real world graphs, both ADFS1 and FDFS perform much better than their known bounds. Again, we design a simple algorithm each for directed and undirected graphs, which perform very well on real graphs, and almost always matches FDFS in directed graphs.

**CP2**
The Classical Complexity of Boson Sampling

We study the classical complexity of the exact Boson Sampling problem where the objective is to produce provably correct random samples from a particular quantum mechanical distribution. The computational framework was proposed in STOC '11 by Aaronson and Arkhipov in 2011 as an attainable demonstration of ‘quantum supremacy’. Since its introduction Boson Sampling has been the subject of intense international research in the world of quantum computing. On the face of it, the problem is challenging for classical computation. Aaronson and Arkhipov show that exact Boson Sampling is not efficiently solvable by a classical computer unless $P^{#P} = BPP^{NP}$ and the polynomial hierarchy collapses to the third level. The fastest known exact classical algorithm for the standard Boson Sampling problem requires $O((\binom{n}{m}) n^2)$ time to produce samples for a system with input size $n$ and $m$ output modes, making it infeasible for anything but the smallest values of $n$ and $m$. We give an algorithm that is much faster, running in...
O(n^2 + poly(m, n)) time and O(m) additional space. The algorithm is simple to implement and has low constant factor overheads. As a consequence our classical algorithm is able to solve the exact Boson Sampling problem for system sizes far beyond current photonic quantum computing experimentation, thereby significantly reducing the likelihood of achieving near-term quantum supremacy in the context of Boson Sampling.
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CP2
A Near-Quadratic Lower Bound for the Size of Quantum Circuits of Constant Treewidth

We show that any quantum circuit of treewidth $t$, built from $r$-qubit gates, requires at least $\Omega((\frac{n^t}{mt} \cdot \log^4 n))$ gates to compute the element distinctness function. Our result generalizes a near-quadratic lower bound for quantum formula size obtained by Roychowdhury and Vatan [SIAM J. on Computing, 2001]. The proof of our lower bound follows by an extension of Neˇciporuk's method to the context of quantum circuits of constant treewidth. This extension is made via a combination of techniques from structural graph theory, tensor-network theory, and the connected-component counting method, which is a classic tool in algebraic geometry. In particular, an essential key to proving our lower bound is the development of a new algorithm for tensor network contraction which may be of independent interest.
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CP2
A Grid-Based Approximation Algorithm for the Minimum Weight Triangulation Problem

Given a set of $n$ points on a plane, in the Minimum Weight Triangulation problem, we wish to find a triangulation that minimizes the sum of Euclidean length of its edges. This incredibly challenging problem was only recently shown to be NP-Hard. In this paper we present a novel polynomial-time algorithm that computes an expected 14-approximation of the minimum weight triangulation—a constant that is significantly smaller than what has been previously known. In our algorithm, we use grids to partition the edges into levels where shorter edges appear at smaller levels and edges with similar lengths appear at the same level. We then triangulate the point set incrementally by introducing edges in increasing order of their levels. Edges of any level $i$ are added in two steps. In the first step, we partition the boundary of any non-triangulated face into reflex chains and add edges between successive chains using a variant of the well-known ring heuristic to generate a partial triangulation $A_i$. In the second step, we greedily add non-intersecting level $i + 1$ edges to $A_i$ in increasing order of their length and obtain a partial triangulation $A_{i+1}$. The ring heuristic yields only an $O(\log n)$-approximation and the greedy heuristic achieves only a $\Theta(\sqrt{n})$-approximation. Therefore, it is surprising that their combination leads to an improved approximation ratio of 14.
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CP2
Polycubes with Small Perimeter Defect

A polycube is a face-connected set of cubical cells on $Z^3$. To-date, no formulae enumerating polycubes by volume (number of cubes) or perimeter (number of empty cubes neighboring the polycube) are known. We present a few formulae enumerating polycubes with a fixed deviation from the maximum possible perimeter.
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CP3
Metric Violation Distance: Hardness and Approximation

Metric data plays an important role in various settings, for example, in metric-based indexing, clustering, classification, and approximation algorithms in general. Due to measurement error, noise, or an inability to completely gather all the data, a collection of distances may not satisfy the basic metric requirements, most notably the triangle inequality. In this paper we initiate the study of the metric violation distance problem: given a set of pairwise distances, modify the minimum number of distances such that the resulting set forms a metric. Three variants of the problem are considered, based on whether distances are allowed to only decrease, only increase, or the general case which allows both decreases and increases. We show that while the decrease only variant is polynomial time solvable, the increase only and general variants are NP-Complete, and moreover cannot in polynomial time be approximated to any ratio better than the minimum vertex cover problem. We then provide approximation algorithms for the increase only and general variants of the problem, by proving interesting necessary and sufficient conditions on the optimal solution, which are used to approximately reduce to a purely combinatorial problem for which we provide matching asymptotic upper and lower bounds.
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CP3
Race Detection and Reachability in Nearly Series-Parallel Dags

A program is said to have a determinacy race if logically parallel parts of a program access the same memory location and one of the accesses is a write. These races are
generally bugs in the program, as different schedules of the program can lead to different results. Most prior work on detecting these races focuses on a subclass of programs with series-parallel or nested parallelism. This paper presents a race-detection algorithm for detecting races in a more general class of programs, namely programs that include arbitrary ordering constraints in addition to the series-parallel constructs. Our race-detection algorithm performs a serial execution of the program, augmented to detect races, in $O(T_1 + k^2)$ time, where $T_1$ is the sequential running time of the original program and $k$ is the number of non series-parallel constraints. The main technical novelty is a new data structure for answering reachability queries in nearly series-parallel (SP) directed acyclic graphs (DAGs). Given as input a graph comprising an $n$-node series parallel graph and $k$ additional non-SP edges, the total construction time of the data structure is $O(n + k^2)$, and each reachability query can be answered in $O(1)$ time. The data structure is traversally incremental, meaning that it supports the insertion of nodes/edges, but only as they are discovered through a graph traversal.
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CP3
Planar Graphs As L-Intersection Or L-Contact Graphs

The L-intersection graphs are the graphs that have a representation as intersection graphs of axis-parallel L shapes in the plane. A subfamily of these graphs are the L-contact graphs which are the contact graphs of axis parallel L, |, and - shapes in the plane. We prove here two results that were conjectured by Chaplick and Ueckerdt in 2013. We show that planar graphs are L-intersection graphs, and that triangle-free planar graphs are L-contact graphs. These results are obtained by a new and simple decomposition technique for 4-connected triangulations. Our results also provide a much simpler proof of the known fact that planar graphs are segment intersection graphs.
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CP4
Recognizing Weak Embeddings of Graphs

Motivated by a problem about totally odd immersions of graphs, we define the odd edge-connectivity $\lambda_o(u,v)$ as the maximum number of edge-disjoint trails of odd length from $u$ to $v$. It was recently discovered that $\lambda_o(u,v)$ can be approximated up to a constant multiplicative factor using edge-connectivity between $u$ and $v$ and the minimum value of another parameter that measures “how far from a bipartite graph” the part of the graph around $u$ and $v$ is. In this paper, we formalize this second ingredient and call it the perimeter. It is proved that it is a submodular function on the vertex-sets of a graph, and using this fact, we obtain a version of the Gomory-Hu Theorem in which minimum edge-cuts are replaced by sets of minimum perimeter. We construct (in polynomial time) a rooted forest structure, analogous to the Gomory-Hu tree of a graph, which encodes a collection of minimum-perimeter vertex-sets. Although the classical Gomory-Hu Theorem extends to arbitrary symmetric submodular functions, this result is novel and indicates a possibility for further generalizations. These results have implications to the study of path and trail systems with parity constraints. Two such applications are presented: an efficient data structure for storing approximate odd edge-connectivities for all pairs of vertices in a graph, and a rough structure theorem for graphs with no “totally odd” immersion of a large complete graph.
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CP3
The Complexity of Independent Set Reconfiguration on Bipartite Graphs

We settle the complexity of the Independent Set Reconfiguration problem on bipartite graphs under all three commonly studied reconfiguration models. We show that under the token jumping or token addition/removal model the problem is NP-complete. For the token sliding model, we show that the problem remains PSPACE-complete.
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CP3
A Submodular Measure and Approximate Gomory-Hu Theorem for Packing Odd Trails

We present an efficient algorithm for a problem in the interface between clustering and graph embeddings. An embedding $\varphi: G \to M$ of a graph $G$ into a 2-manifold $M$ maps the vertices in $V(G)$ to distinct points and the edges in $E(G)$ to interior-disjoint Jordan arcs between the corresponding vertices. In applications in clustering, cartography, and visualization, nearby vertices and edges are often bundled to a common node or arc, due to data compression or low resolution. This raises the computational problem of deciding whether a given map $\varphi: G \to M$ from an embedding. A map $\varphi: G \to M$ is a weak embedding if it can be perturbed into an embedding $\psi: G \to M$ with $\|\varphi - \psi\| \leq \epsilon$ for every $\epsilon > 0$. A polynomial-time algorithm for the problem was recently found by [Fulek and Kynčl, 2017], which reduces to solving a system of linear equations over $Z_2$. It runs in $O(n^{27\omega}) \leq O(n^{175})$ time, where $\omega \approx 2.373$ is the matrix multiplication exponent and $n$ is the number of vertices and edges of $G$. We improve the running time to $O(n \log n)$ by generalizing a technique developed for the case that $G$ is a cycle and the embedding...
is a simple polygon [Akitaya et al., 2016], which combines local constraints on the orientation of subgraphs directly, thereby eliminating the need for solving large systems of linear equations.
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CP4
A Polynomial Excluded-Minor Approximation of Treedepth

Treedepth is a well-studied graph invariant in the family of “width measures” that includes treewidth and pathwidth. Understanding these invariants in terms of excluded minors has been an active area of research. The recent Grid Minor Theorem of Chekuri and Chuzhoy (2014) establishes that treewidth is polynomially approximated by the largest minor of three basic obstructions: grids, tree, and paths. Specifically, we show that there is a constant c such that every graph of treedepth \( \geq k \) contains one of the following minors (each of treedepth \( \geq k \)):

- the \( k \times k \) grid,
- the complete binary tree of height \( c \cdot k \),
- the path of order \( 2^k \).

Let us point out that we cannot drop any of the above graphs for our purpose. Moreover, given a graph \( G \) we can, in polynomial time, find either an embedding of one of these minors or conclude that treedepth of \( G \) is at most \( k \). This result has potential applications in a variety of settings where bounded treedepth plays a role. In addition to some graph structural applications, we describe a surprising application in circuit complexity and finite model theory from recent work of the second author.
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CP4
Beating Brute Force for (Quantified) Satisfiability of Circuits of Bounded Treewidth

We investigate the algorithmic properties of circuits of bounded treewidth. Here the treewidth of a circuit \( C \) is defined as the treewidth of the underlying undirected graph of \( C \), after the vertices corresponding to input gates have been removed. Thus, boolean formulae correspond to circuits of treewidth 1.

- Our first main result is an algorithm for counting the number of satisfying assignments of circuits with \( n \) input gates, treewidth \( \omega \), and at most \( s \cdot n \) gates, which runs in time \( 2^{n(1-\frac{1}{\mu c \cdot s^{1/3}})} \). This is the first algorithm to achieve exponential speed-up over brute force for the satisfiability of linear size circuits with treewidth bounded by a constant greater than 1. For treewidth 1, our algorithm significantly outperforms the previously fastest \( 2^{n(1-1/O(s^2))} \) time satisfiability algorithm by Santhanam.

- Our second main result is an algorithm for True Quantified Boolean Circuit Satisfiability for circuits of treewidth \( \omega \), in which every input gate has fanout at most \( s \), which runs in time \( 2^{n(1-1/O(s \cdot 2^{\omega}))} \). Our algorithm is the first to achieve exponential speedup over brute force for such circuits.

- We also show that the number of wires of any constant treewidth circuit that computes the majority function must be super-linear by utilizing the structural properties of low treewidth circuits.
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Cliquewidth III: The Odd Case of Graph Coloring Parameterized by Cliquewidth

Max-Cut (MC), Edge Dominating Set (DS), Graph Coloring (GC) and Hamiltonian Path (HP) on graphs of bounded cliquewidth can be formulated in MSO₂ (and therefore have linear-time algorithms on bounded treewidth graphs), but cannot be formulated in MSO₁ (which would have yielded linear-time algorithms on bounded cliquewidth graphs). Each of these problems can be solved in time $g(k)n^{f(k)}$ on graphs of cliquewidth $k$. Fomin et al. [SICOMP 2010] showed that the running times cannot be improved to $g(k)n^{O(1)}$ assuming W[1]≠FPT. However, this does not rule out non-trivial improvements to the exponent $f(k)$ in the running times. Fomin et al. [SICOMP 2014] improved the running times for EDS and MC to $n^{O(k)}$, and proved $g(k)n^{O(k)}$ lower bounds for EDS, MC and HP assuming the ETH. Recently, Bergougnoux, Kanté and Kwon [WADS 2017] gave an $n^{O(k)}$-time algorithm for HP. Prior to this work, EDS, MC and HP were known to have tight $n^{O(k)}$ algorithmic upper and lower bounds. In contrast, GC has an upper bound of $n^{O(\sqrt{k})}$ and a lower bound of merely $n^{o(\sqrt{k})}$ (implicit from the W[1]-hardness proof). We close the gap for GC by proving a lower bound of $n^{o(k)}$. This shows that GC behaves qualitatively different from the other three problems. To the best of our knowledge, GC is the first natural problem known to require exponential dependence on the parameter in the exponent of $n$.
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• FVST and TPT admits a kernel with $O(k^2)$ vertices.
• CVD and Induced $P_3$-Packing admits a kernel with $O(k^3)$ vertices.

Our results resolve an open problem from WorKer 2010 on the existence of kernels with $O(k^{2-\epsilon})$ vertices for FVST and CVD. All of our results are based on novel uses of old and new “expansion lemmas”, and a weak form of crown decomposition.
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CP5

Stochastic Packing Integer Programs with Few Queries

We consider a stochastic variant of the packing-type integer linear programming problem, which contains random variables in the objective vector. We are allowed to reveal each entry of the objective vector by conducting a query, and the task is to find a good solution by conducting a small number of queries. We propose a general framework of adaptive and non-adaptive algorithms for this problem, and provide a unified methodology for analyzing the performance of those algorithms. We also demonstrate our framework by applying it to a variety of stochastic combinatorial optimization problems such as matching, matroid, and stable set problems.
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CP5

Randomized MWU for Positive LPs

We describe and analyze a simple randomized multiplicative weight update (MWU) based algorithm for approximately solving positive linear programming problems, in particular, mixed packing and covering LPs. Given $m$ explicit linear packing and covering constraints over $n$ variables specified by $N$ nonzero entries, Young [2014] gave a deterministic algorithm returning an $(1+\epsilon)$-approximate feasible solution (if a feasible solution exists) in $\tilde{O}(N/e^2)$
time. We show that a simple randomized implementation matches this bound, and that randomization can be further exploited to improve the running time to $O(N/\epsilon + m/\epsilon^2 + n/\epsilon^3)$ (both with high probability). For instances that are not very sparse (with at least $\tilde{\omega}(1/\epsilon)$ nonzeroes per column on average), this improves the running time of $O(N/\epsilon^2)$. The randomized algorithm also gives improved running times for several implicitly defined problems that arise in combinatorial and geometric optimization. The analysis of the general algorithm and the improvements rely on techniques that we believe are of independent interest.
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CP5
Algorithms to Approximate Column-Sparse Packing Problems

Column-sparse packing problems arise in several contexts in both deterministic and stochastic discrete optimization. We present two unifying ideas, (non-uniform) attenuation and multiple-chance algorithms, to obtain improved approximation algorithms for some well-known families of such problems. As three main examples, we attain the integrality gap, up to lower-order terms, for known LP relaxations for $k$-column sparse packing integer programs (Ban\-sal et al., Theory of Computing, 2012) and stochastic $k$-set packing (Bansal et al., Algorithmica, 2012), and go “half the remaining distance” to optimal for a major integrality-gap conjecture of Füredi, Kahn and Seymour on hypergraph matching (Combinatorica, 1993).
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CP5
Near Optimal Jointly Private Packing Algorithm Via Dual Multiplicative Weight Update

We present an improved $(\epsilon, \delta)$-jointly differentially private algorithm for packing problems. Our algorithm gives a feasible output that is approximately optimal up to an $\alpha n$ additive factor as long as the supply of each resource is at least $\tilde{O}(\sqrt{m/\alpha \epsilon})$, where $m$ is the number of resources. This improves the previous result by Hsu et al. (SODA ’16), which requires the total supply to be at least $\tilde{O}(m^2/\alpha \epsilon)$, and only guarantees approximate feasibility in terms of total violation. Further, we complement our algorithm with an almost matching hardness result, showing that $\tilde{O}(\sqrt{m \ln(1/\delta)/\alpha \epsilon})$ supply is necessary for any $(\epsilon, \delta)$-jointly differentially private algorithm to compute an approximately optimal packing solution. Finally, we introduce an alternative approach that runs in linear time, is exactly truthful, can be implemented online, and can be $\epsilon$-jointly differentially private, but requires a larger supply of each resource.
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CP6
A Fast Approximation Scheme for Low-Dimensional $k$-Means

We consider the popular $k$-means problem in $d$-dimensional Euclidean space. Recently Friggstad, Rezapour, Salavatipour [FOCS’16] and Cohen-Addad, Klein, Mathieu [FOCS’16] showed that the standard local search algorithm yields a $(1+\epsilon)$-approximation in time $(n \cdot k)^{1/\epsilon}O(d)$, giving the first polynomial-time approximation scheme for the problem in low-dimensional Euclidean space. While local search achieves optimal approximation guarantees, it is not competitive with the state-of-the-art heuristics such as the famous $k$-means++ and $D^2$-sampling algorithms. In this paper, we aim at bridging the gap between theory and practice by giving a $(1+\epsilon)$-approximation algorithm for low-dimensional $k$-means running in time $n \cdot k \cdot (\log n)^{d+1}O(d)$, and so matching the running time of the $k$-means++ and $D^2$-sampling heuristics up to polylogarithmic factors. We speed-up the local search approach by making a non-standard use of randomized dissections that allows to find the best local move efficiently using a quite simple dynamic program. We hope that our techniques could help design better local search heuristics for geometric problems.
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CP6
Hierarchical Clustering: Objective Functions and Algorithms

Hierarchical clustering is a recursive partitioning of a dataset into clusters at an increasingly finer granularity. Motivated by the fact that most work on hierarchical clustering was based on providing algorithms, rather than optimizing a specific objective, [18] framed similarity-based hierarchical clustering as a combinatorial optimization problem, where a good hierarchical clustering is one that minimizes some cost function. He showed that this cost function has certain desirable properties, such as in order to achieve optimal cost, disconnected components must be separated first and that in structureless graphs, i.e., cliques, all clusterings achieve the same cost. We take an axiomatic approach to defining good objective functions for both similarity and dissimilarity-based hierarchical clustering. We characterize a set of admissible objective functions (that includes the one introduced by Dasgupta) that have the property that when the input admits a natural ground-truth hierarchical clustering, the ground-truth clustering has an optimal value.
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CP6  
Adaptive Hierarchical Clustering Using Ordinal Queries

In many applications of clustering (for example, ontolo-
gies or clusterings of animal or plant species), hierarchical
clusterings are more descriptive than a flat clustering. A
hierarchical clustering over \( n \) elements is represented by a
rooted binary tree with \( n \) leaves, each corresponding to one
element. The subtrees rooted at interior nodes capture the
clusters. In this paper, we study active learning of a hier-
archical clustering using only ordinal queries. An ordinal
query consists of a set of three elements, and the response
to a query reveals the two elements (among the three ele-
ments in the query) which are "closer" to each other than to
the third one. We say elements \( x \) and \( y \) are closer to each
other than \( z \) if there exists a cluster containing \( x \) and \( y \), but
not \( z \). Our main result is a deterministic algorithm that
learns the underlying hierarchical clustering using at most
\( n \log n \) adaptive ordinal queries. We generalize our algo-
rithm to be robust in a model in which each query response
is correct independently with probability \( p > 1/2 \), and ad-
versarially incorrect with probability \( 1 - p \). We show that
in the presence of noise, our algorithm outputs the correct
hierarchical clustering with probability at least \( 1 - \delta \), using
\( O(n(\log n + \log(1/\delta))) \) adaptive ordinal queries. For our
results, adaptivity is crucial: we prove that even in the ab-


cessence of noise, every non-adaptive algorithm requires \( \Omega(n^2) \) ordinal queries in the worst case.
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CP6  
Approximation Schemes for Clustering with Out-
liers

Clustering problems are well-studied in a variety of fields
such as data science, operations research, and computer
science. Such problems include variants of centre location
problems, \( k \)-Median, and \( k \)-Means to name a few. In
some cases, not all data points need to be clustered; some
may be discarded for various reasons. For instance, some
points may arise from noise in a data set or one might be
willing to discard a certain fraction of the points to avoid
incurring unnecessary overhead in the cost of a clustering
solution. We study some clustering problems with out-
lers: Uncapacitated Facility Location (UFL) with uniform
opening costs, \( k \)-Median, and \( k \)-Means. Our main focus
is when the metric is a doubling metric (including fixed-
dimensional Euclidean metrics) or is the shortest path met-
rics of a graph from a minor-closed family of graphs. For
Uncapacitated Facility Location with outliers on such met-
rics we show that a multiswap simple local search heuristic
yields a PTAS. With a bit more work, we extend this to bi-
criteria approximations for \( k \)-Median and \( k \)-Means where,
for any constant \( \epsilon > 0 \), we can find a solution using \( (1 + \epsilon)k \)
centres whose cost is at most a \( (1 + \epsilon) \)-factor of the opti-
mum (while still using at most \( z \) outliers). Furthermore,
we show how our analysis can be extended to general met-
rics for \( k \)-Means with outliers to obtain a \( (25 + \epsilon, 1 + \epsilon) \)
bicriteria.
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CP6  
The Bane of Low-Dimensionality Clustering

In this paper, we give a conditional lower bound of \( n^{\Omega(k)} \)
for the classic \( k \)-median and \( k \)-means clustering objectives
(where \( n \) is the size of the input), even in low-dimensional
Euclidean space of dimension four, assuming the Exponen-
tial Time Hypothesis (ETH). We also consider \( k \)-median
(and \( k \)-means) with penalties where each point need not be
assigned to a center, in which case it must pay a penalty,
and extend our lower bound to at least three-dimensional
Euclidean space. This stands in stark contrast to many
other geometric problems such as the traveling salesman
problem, or computing an independent set of unit spheres.
While these problems benefit from the so-called (limited)
blessing of dimensionality, as they can be solved in time
\( n^{O(1/\sqrt{d})} \) or \( 2^{n^{1-1/4}} \) in \( d \) dimensions, our work shows that
widely-used clustering objectives have a lower bound of
\( n^{\Omega(k)} \), even in dimension four. We complete the picture
by considering the two-dimensional case: we show that there
is no algorithm that solves the penalized version in time
less than \( n^{o(\sqrt{d})} \), and provide a matching upper bound of
\( n^{O(\sqrt{d})} \). The main tool we use to establish these lower
bounds is the placement of points on the moment curve,
which takes its inspiration from constructions of point sets
yielding Delaunay complexes of high complexity.
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CP7  
Near-Optimal Compression for the Planar Graph
Metric

The Planar Graph Metric Compression Problem is to com-
 pactly encode the distances among \( k \) nodes in a planar graph of size \( n \). Two naive solutions are to store the graph using \( O(n) \) bits, or to explicitly store the distance matrix with \( O(k^2 \log n) \) bits. The only lower bounds are from the seminal work of Gavoille, Peleg, Prensen, and Raz [SODA’01], who rule out compressions into a polynomially smaller number of bits, for weighted planar graphs, but leave a large gap for unweighted planar graphs. For example, when \( k = \sqrt{n} \), the upper bound is \( O(n) \) and their constructions imply an \( \Omega(n^{3/4}) \) lower bound. Our main result is a new compression of the planar graph metric into \( O(\min(k^2, \sqrt{kn})) \) bits, which is optimal up to log factors. Our data structure circumvents a lower bound for compression using minors, and the lower bound of Gavoille et al. for weighted planar graphs. This is an unexpected and decisive proof that weights can make planar graphs inherently more complex. Moreover, we design a new Subset Distance Oracle for planar graphs with \( \tilde{O}(\sqrt{kn}) \) space, and \( \tilde{O}(n^{3/4}) \) query time. Our work carries strong messages to related fields. In particular, the \( O(n^{1/2}) \) vs. \( \Omega(n^{1/3}) \) gap for distance labeling schemes in planar graphs cannot be resolved with current lower bound techniques. On the positive side, we introduce the powerful tool of unit-monge to planar graph algorithms.
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CP7
Better Tradeoffs for Exact Distance Oracles in Planar Graphs

We present an \( O(n^{1.5}) \)-space distance oracle for directed planar graphs that answers distance queries in \( O(\log n) \) time. Our oracle both significantly simplifies and significantly improves the recent oracle of Cohen-Addad, Dahlgaard and Wulff-Nilsen [FOCS 2017], which uses \( O(n^{3/5}) \)-space and answers queries in \( O(\log n) \) time. We achieve this by designing an elegant and efficient point location data structure for Voronoi diagrams on planar graphs. We further show a smooth tradeoff between space and query-time. For any \( S \in [n, n^2] \), we show an oracle of size \( S \) that answers queries in \( \tilde{O}(\max(1, n^{1.5}/S)) \) time. This new tradeoff is currently the best (up to polylogarithmic factors) for the entire range of \( S \) and improves by polynomial factors over all previously known tradeoffs for the range \( S \in [n, n^{5/3}] \).
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CP7
A Faster Algorithm for Minimum-Cost Bipartite Perfect Matching in Planar Graphs

Given a weighted planar bipartite graph \( G(A \cup B, E) \) where each edge has a positive integer edge cost, we give an \( \tilde{O}(n^{4/3} \log n C) \) time algorithm to compute minimum-cost perfect matching; here \( C \) is the maximum edge cost in the graph. The previous best-known planarity exploiting algorithm has a running time of \( O(n^{3/2} \log n) \) and is achieved by using planar separators (Lipton and Tarjan ’78). Our algorithm is based on the bit-scaling paradigm (Gabow and Tarjan ’89). For each scale, our algorithm executes \( O(n^{1/3}) \) iterations of Gabow and Tarjan’s algorithm in \( O(n^{1/3}) \) time. Next, it constructs a compressed residual graph \( H \) with \( O(n^{2/3}) \) vertices and \( O(n) \) edges. This is achieved by constructing an \( r \)-division with \( r = n^{2/3} \). For each partition of the \( r \)-division, there is an edge between two vertices of \( H \) if and only if they are connected by a directed path inside the partition. Using existing efficient shortest-path data structures, the remaining \( O(n^{2/3}) \) vertices are matched by iteratively computing a minimum-cost augmenting path each taking \( O(n^{2/3}) \) time. Augmentation changes the residual graph, so the algorithm updates the compressed representation for each affected partition in \( O(n^{2/3}) \) time. We bound the total number of affected partitions over all the augmenting paths by \( O(n^{2/3} \log n) \). Therefore, the total time taken by the algorithm is \( \tilde{O}(n^{4/3}) \).
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CP7
Voronoi Diagrams on Planar Graphs, and Computing the Diameter in Deterministic \( O(n^{5/3}) \) Time

We present an explicit and efficient construction of additively weighted Voronoi diagrams on planar graphs. Let \( G \) be a planar graph with \( n \) vertices and \( b \) sites that lie on a constant number of faces. We show how to preprocess \( G \) in \( \tilde{O}(nb^2) \) time so that one can compute any additively weighted Voronoi diagram for these sites in \( \tilde{O}(b) \) time. We use this construction to compute the diameter of a directed planar graph with real arc lengths in \( \tilde{O}(n^{5/3}) \) time. This improves the recent breakthrough result of Cabello (SODA’17), both by improving the running time (from \( \tilde{O}(n^{11/6}) \)), and by using a deterministic algorithm.
It is in fact the first truly subquadratic deterministic algorithm for this problem. Our use of Voronoi diagrams to compute the diameter follows that of Cabello, but he used abstract Voronoi diagrams, which makes his diameter algorithm more involved, more expensive, and randomized. As in Cabello’s work, our algorithm can also compute the Wiener index of a planar graph (i.e., the sum of all pairwise distances) within the same bounds. Our construction of Voronoi diagrams for planar graphs is of independent interest. It has already been used to obtain fast exact distance oracles for planar graphs [Cohen-Addad et al. FOCS’17].
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CP7
Minimum Cut of Directed Planar Graphs in $O(n \log \log n)$ Time

We give an $O(n \log \log n)$ time algorithm for computing the minimum cut (or equivalently, the shortest cycle) of a weighted directed planar graph. This improves the previous fastest $O(n \log^4 n)$ solution. Interestingly, while in undirected planar graphs both min cut and min st-cut have $O(n \log \log n)$ solutions, in directed planar graphs our result makes min cut faster than min st-cut, which currently requires $O(n \log n)$.
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CP8
Nearly Tight Bounds for Sandpile Transience on the Grid

We use techniques from the theory of electrical networks to give nearly tight bounds for the transience class of the Abelian sandpile model on the two-dimensional grid up to polylogarithmic factors. The Abelian sandpile model is a discrete process on graphs that is intimately related to the phenomenon of self-organized criticality. In this process, vertices receive grains of sand, and once the number of grains exceeds their degree, they topple by sending grains to their neighbors. The transience class of a model is the maximum number of grains that can be added to the system before it necessarily reaches its steady-state behavior or, equivalently, a recurrent state. Through a more refined and global analysis of electrical potentials and random walks, we give an $O(n^3 \log^4 n)$ upper bound and an $\Omega(n^3)$ lower bound for the transience class of the $n \times n$ grid. Our methods naturally extend to $n^d$-sized $d$-dimensional grids to give $O(n^{3d-2} \log^{d+2} n)$ upper bounds and $\Omega(n^{3d-2})$ lower bounds.
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CP8
Time and Space Efficient Representations of Distributive Lattices

We present a space-efficient data structure using \( O(n \log n) \) bits that represents a distributive lattice on \( n \) elements and supports finding meets and joins in \( O(\log n) \) time. Our data structure extends the ideal tree structure of Habib and Nourine which occupies \( O(n \log n) \) bits of space and requires \( O(m) \) time to compute a meet or join, where \( m \) depends on the specific lattice and may be as large as \( n - 1 \).

We also give an encoding of a distributive lattice using \( \frac{n^2}{4} + O(\log n) \) bits, which is very close to the information theoretic lower bound. This encoding can be created or decompressed in \( O(n \log n) \) time.
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CP8
Consistent Hashing with Bounded Loads

In dynamic load balancing, we wish to allocate a set of clients (balls) to a set of servers (bins) with the goal of minimizing the maximum load of any server and also minimizing the number of moves after adding or removing a server or a client. We want a hashing-style solution where we give the ID of a client can efficiently find its server in a distributed dynamic environment. In such a dynamic environment, both servers and clients may be added and/or removed from the system in any order. In particular, we consider a problem with balls and bins, and given a user-specified balancing parameter \( c = 1 + \epsilon > 1 \), we aim to find a hashing scheme with no load above \( c/\epsilon \), referred to as the capacity of the bins. We show that in our hashing scheme when a ball or bin is inserted or deleted, the expected number of balls that have to be moved is within a multiplicative factor of \( O(\frac{1}{\epsilon}) \) of the optimum for \( \epsilon \leq 1 \) (Theorem 1) and within a factor \( 1 + O(\frac{1}{\epsilon^{1/2}}) \) of the optimum for \( \epsilon \geq 1 \) (Theorem 2). Technically, the latter bound is the most challenging to prove. It implies that we for superconstant \( c \), we only pay a negligible cost in extra moves. We also get the same bounds for the simpler problem where instead of a user specified balancing parameter have a fixed bin capacity \( C \) for all bins, and define \( c = 1 + \epsilon = C/\epsilon \).

Vahab Mirrokni
Google Inc.
mirrokni@google.com

Mikkel Thorup
University of Copenhagen
mikkel2thorup@gmail.com

Morteza Zadimoghaddam
Google
zadin@gmail.com

CP8
A Hamilton Path for the Sigma-Tau Problem

Nijenhuis and Wilf asked the following question in their Combinatorial Algorithms textbook from 1975: Can the permutations of \( \{1, 2, \ldots, n\} \) be ordered so that each permutation is transformed into the next by applying either the operation \( \sigma \), a rotation to the left, or \( \tau \), a transposition of the first two symbols? Knuth rated the challenge of finding a cyclic solution for odd \( n \) (cycles do not exist for even \( n > 2 \)) at 48/50 in The Art of Computer Programming, which makes it Volume 4’s hardest open problem since the ‘middle levels’ problem was solved by Mütze. In this paper we solve the 40-year-old question by Nijenhuis and Wilf, by providing a simple successor rule to generate each successive permutation. We also present insights into how our solution can be modified to find a Hamilton cycle for odd \( n \).
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CP9
The Gotsman-Linial Conjecture is False

In 1991, Craig Gotsman and Nathan Linial conjectured that for all \( n \) and \( d \), the average sensitivity of a degree-\( d \) polynomial threshold function on \( n \) variables is maximized by the degree-\( d \) symmetric polynomial which computes the parity function on the \( d \) layers of the hypercube with Hamming weight closest to \( n/2 \). We refute the conjecture for almost all \( d \) and for almost all \( n \), and we confirm the conjecture in many of the remaining cases.
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CP9
Approximate Local Decoding of Cubic Reed-Muller Codes Beyond the List Decoding Radius

We consider the question of decoding Reed-Muller codes over \( \mathbb{F}_2^d \) beyond their list-decoding radius. Since, by definition, in this regime one cannot demand a list-decoder efficient in the message length, we seek an approximate decoder: Given a word \( F \) and radii \( r' > r > 0 \), the goal is to output a codeword within radius \( r' \) of \( F \), if there exists a codeword within distance \( r \). As opposed to the list decoding problem, it suffices here to output any codeword with this property, since the list may be too large if \( r \) exceeds the list decoding radius. Prior to our work, such decoders were known for Reed-Muller codes of degree 2, due to works of Wolf and the second author [FOCS 2011]. In this work we make the first progress on this problem for the degree 3 where the list decoding radius is 1/8. We show that there is a constant \( \delta = 1/2 - \sqrt{1/8} > 1/8 \) and an efficient approximate decoder, that given query access to a function \( F : \mathbb{F}_2^d \to \mathbb{F}_2 \), such that \( F \) is within distance \( r = \delta - \epsilon \) from a cubic polynomial, runs in time polynomial in message length and outputs with high probability a cubic polynomial which is at distance at most \( r' = 1/2 - \epsilon' \) from \( F \), where \( \epsilon' \) is a quasi polynomial function of \( \epsilon \).
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Coding Against Deletions in Oblivious and Online Models

We consider binary error correcting codes when errors are deletions. A basic challenge concerning deletion codes is determining \( p_{0}^{(adv)} \), the zero-rate threshold of adversarial deletions, defined to be the supremum of all \( p \) for which there exists a code family with rate bounded away from 0 capable of correcting a fraction \( p \) of adversarial deletions. A recent construction shows \( p_{0}^{(adv)} \geq \sqrt{2} - 1 \), and the trivial upper bound, \( p_{0}^{(adv)} \leq \frac{1}{2} \), is the best known. Perhaps surprisingly, we do not know whether \( p_{0}^{(adv)} = 1/2 \). In this work, we explore two related error models: oblivious deletions and online deletions, which are in between random and adversarial deletions in power. In the oblivious model, the channel can inflict an arbitrary pattern of \( pn \) deletions, picked without knowledge of the codeword. We prove the existence of binary codes of positive rate that can correct any fraction \( p \) of oblivious deletions, establishing that the associated zero-rate threshold \( p_{0}^{(obl)} \) equals 1. For online deletions, where the channel decides whether to delete bit \( x_i \) based only on knowledge of bits \( x_{i-1}x_{i-2} \ldots x_1 \), define the deterministic zero-rate threshold for online deletions \( p_{0}^{(on,d)} \) to be the supremum of \( p \) for which there exist deterministic codes against an online channel causing \( pn \) deletions with low average probability of error. We prove \( p_{0}^{(adv)} = \frac{1}{2} \) if and only if \( p_{0}^{(on,d)} = \frac{1}{2} \).
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CP9
Syndrome Decoding of Reed-Muller Codes and Tensor Decomposition over Finite Fields

Reed-Muller codes are some of the oldest and most widely studied error-correcting codes, of interest for both their algebraic structure as well as their many algorithmic properties. A recent beautiful result of Saptharishi, Shpilka and Volk showed that for binary Reed-Muller codes of length \( n \) and distance \( d = O(1) \), one can correct polylog\( (n) \) random errors in poly\( (n) \) time. In this paper, we consider the problem of deciding Reed-Muller codes from the polylog\( (n) \)-bit long syndrome vector of a codeword corrupted in polylog\( (n) \) random coordinates. This problem turns out to be equivalent to a basic question about computing tensor decomposition of random low-rank tensors over finite fields. Our main result is that syndrome decoding of Reed-Muller codes (and the equivalent tensor decomposition problem) can be solved efficiently, i.e., in polylog\( (n) \) time. We give two algorithms for this problem:

1. The first algorithm is a finite field variant of a classical algorithm for tensor decomposition over real numbers due to Jenrich. This also gives an alternate proof for the main result by Saptharshi et al.

2. The second algorithm is obtained by implementing the steps of the Berlekamp-Welch-style decoding algorithm of Saptharshi et al. in sublinear-time. A new ingredient is an algorithm for solving certain kinds of systems of polynomial equations.
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CP9
Average-Radius List-Recoverability of Random Linear Codes

We analyze the list-decodability, and related notions, of random linear codes. This has been studied extensively before: there are many different parameter regimes and many different variants. Previous works have used complementary styles of arguments—which each work in their own parameter regimes but not in others—and moreover have left some gaps in our understanding of the list-decodability of random linear codes. In particular, none of these arguments work well for list-recovery, a useful generalization of list-decoding. In this work, we present a new approach, which works across parameter regimes and further generalizes to list-recovery. This argument unifies the landscape of this problem, and can establish the following new results: (*) Random linear codes over large fields are list-recoverable and list-decodable up to near-optimal rates (within a multiplicative factor of 0.99), with list sizes that depend quasi-polynomially on the gap-to-capacity. (*) First quasipolynomial list sizes for high-rate list-recovery of random linear codes. (*) Our results exponentially improve the list size bounds in the best known results on linear-time list-recoverable codes and the near-linear time list decodable codes (with optimal rate).
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CP10
Prophet Secretary for Combinatorial Auctions and Matroids

The secretary and the prophet inequality problems are central to the field of Stopping Theory. Recently, there has been a lot of work in generalizing these models to multiple items because of their applications in mechanism design. The most important of these generalizations are to matroids and to combinatorial auctions (extends bipartite matching). Kleinberg-Weinberg [KW12] and Feldman et al. [FGL15] show that for adversarial arrival order of random variables the optimal prophet inequalities give a 1/2-approximation. For many settings, however, it’s conceivable that the arrival order is chosen uniformly at random, akin to the secretary problem. For such a random arrival model, we improve upon the 1/2-approximation and obtain (1-1/e)-approximation prophet inequalities for both matroids and combinatorial auctions. This also gives improvements to the results of Yan [Yan11] and Esfandiari et al. [EHL17] who worked in the special cases where we can fully control the arrival order or when there is only a single item. Our techniques are threshold based. We convert our discrete problem into a continuous setting and then give a generic template on how to dynamically adjust these thresholds to lower bound the expected total welfare.
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CP10

A Framework for the Secretary Problem on the
Intersection of Matroids
The secretary problem became one of the most promi-
ent online selection problems due to its numerous appli-
cations in online mechanism design. The task is to select a
maximum weight subset of elements subject to given con-
straints, where elements arrive one-by-one in random order,
revealing a weight upon arrival. The decision whether to
select an element has to be taken immediately after its ar-
ival. The different applications that map to the secretary
problem ask for different constraint families to be handled.
The most prominent ones are matroid constraints, which
both capture many relevant settings and admit strongly
competitive secretary algorithms. However, dealing with
more involved constraints proved to be much more diffi-
cult, and strong algorithms are known only for a few spe-
cific settings. In this paper, we present a general frame-
work for dealing with the secretary problem over the in-
tersection of several matroids. This framework allows us to
combine and exploit the large set of matroid secretary al-
grithms known in the literature. As one consequence, we
get constant-competitive secretary algorithms over the in-
tersection of any constant number of matroids whose corre-
sponding (single-)matroid secretary problems are currently
known to have a constant-competitive algorithm. More-
over, we show that our results extend to submodular ob-
jectives.
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Truthful Multi-Parameter Auctions with Online
Supply: An Impossible Combination
We study a basic auction design problem with online sup-
ply. There are two unit-demand bidders and two types of
items. The first item type will arrive first for sure, and the
second item type may or may not arrive. The auctioneer
has to decide the allocation of an item immediately after
each item arrives, but is allowed to compute payments af-
after knowing how many items arrived. For this problem we
show that there is no deterministic truthful and individu-
ally rational mechanism that, even with unbounded com-
putational resources, gets any finite approximation factor to
the optimal social welfare.
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CP10

Strong Algorithms for the Ordinal Matroid Secre-
tary Problem
In the ordinal Matroid Secretary Problem (MSP), elements
from a weighted matroid are presented in random order to
an algorithm that must incrementally select a large weight
independent set. However, the algorithm can only com-
pare pairs of revealed elements without using its numerical
value. An algorithm is $\alpha$ probability-competitive (PC) if
every element from the optimum appears with probability
$1/\alpha$ in the output.
We present a technique to design algorithms with strong
PC ratios, improving the guarantees for almost every ma-
troid class considered in the literature: e.g., we get PC
ratios of 4 for graphic matroids (improving on 2e by Ko-
rule and Pál [ICALP 2009]) and of 5.19 for laminar ma-
troids (improving on 9.6 by Ma et al. [THEOR COM-
PUT SYST 2016]). We also obtain new results for su-
perclasses of $k$ column sparse matroids, for hypergraphic
matroids, certain gammoids and graph packing matroids,
and a $1 + O(\sqrt{\log \rho / \rho})$ PC algorithm for uniform ma-
troids of rank $\rho$ based on Kleinberg’s $1 + O(1/\rho)$ utility-
competitive algorithm [SODA 2005] for that class.
Our second contribution are algorithms for the ordi-
nal MSP on arbitrary matroids of rank $\rho$. We devise
an $O(\log \rho)$ PC algorithm and an $O(\log \log \rho)$ ordi-
cnal-competitive algorithm, a weaker notion of competitiveness
but stronger than the utility variant. These are based on the
$O(\log \log \rho)$ utility-competitive algorithm by Feldman
et al. [SODA 2015].
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CP10

Variance Reduced Value Iteration and Faster Al-
algorithms for Solving Markov Decision Processes

In this paper we provide faster algorithms for approximately solving discounted Markov Decision Processes in multiple parameter regimes. Given a discounted Markov Decision Process (MDDP) with $|S|$ states, $|A|$ actions, discount factor $\gamma \in (0,1)$, and rewards in the range $[-M,M]$, we show how to compute an $\epsilon$-optimal policy, with probability $1-\delta$ in time

$$O \left( \frac{|S|^2|A| + \frac{|S||A|}{(1-\gamma)^3}}{\epsilon} \log \left( \frac{M}{\epsilon} \right) \log \left( \frac{1}{\delta} \right) \right).$$

This contribution reflects the first nearly linear time, nearly linearly convergent algorithm for solving DMDP’s for intermediate values of $\gamma$. We also show how to obtain improved sublinear time algorithms and provide an algorithm which computes an $\epsilon$-optimal policy with probability $1-\delta$ in time

$$O \left( \frac{|S||A|M^2}{(1-\gamma)^2} \log \left( \frac{1}{\delta} \right) \right)$$

provided we can sample from the transition function in $O(1)$ time. We obtain our results by combining approximate value iteration with new techniques in variance reduction. Our fastest algorithms leverage further insights to ensure that our algorithms make monotonic progress towards the optimal value. This paper is one of few instances in using sampling to obtain a linearly convergent algorithm.
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CP11
Lifting Linear Extension Complexity Bounds to the Mixed-Integer Setting

Mixed-integer mathematical programs are ubiquitous in Operations Research and related fields. However, there is still very little known about what can be expressed by small mixed-integer programs. In particular, prior to this work, it was open whether some classical problems, like the minimum odd-cut problem, can be expressed by a compact mixed-integer program with few (even constantly many) integer variables. We provide a general framework for lifting inapproximability results of extended formulations to the setting of mixed-integer extended formulations, and obtain almost tight lower bounds on the number of integer variables needed to describe a variety of classical combinatorial optimization problems. Among the implications we obtain, we show that any mixed-integer extended formulation of sub-exponential size for the matching polytope, cut polytope, or dominant of the odd-cut polytope, needs $\Omega(n/\log n)$ many integer variables, where $n$ is the number of vertices of the underlying graph. Conversely, the above-mentioned polyhedra admit polynomial-size mixed-integer formulations with only $O(n)$ or $O(n \log n)$ (for the traveling salesman polytope) many integer variables. Our results build upon a new decomposition technique that, for any convex set $C$, allows for approximating any mixed-integer description of $C$ by the intersection of $C$ with the union of a small number of affine subspaces.
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CP11
Proximity Results and Faster Algorithms for Integer Programming Using the Steinitz Lemma

We consider integer programming problems in standard form $\max \{c^T x : Ax = b, x \geq 0, x \in \mathbb{Z}^n\}$ where $A \in \mathbb{Z}^{m \times n}$, $b \in \mathbb{Z}^m$ and $c \in \mathbb{Z}^n$. We show that such an integer program can be solved in time $m^{O(m)} \cdot \Delta^{O(m)}$, where $\Delta$ is an upper bound on each absolute value of an entry in $A$ and $b$. This improves upon the longstanding best bound of Papadimitriou (1981) of $m^{O(m^2)} \cdot \Delta^{O(m^2)}$ and addresses an open problem raised by Fomin. Our result relies on a lemma of Steinitz that states that a set of vectors in $\mathbb{R}^m$ that is contained in the unit ball and that sum up to zero can be ordered such that all partial sums are of norm bounded by $m$. We also use the Steinitz lemma to show that the $\ell_1$-distance of an optimal integer and fractional solution of the integer program, also under the presence of upper bounds on the variables, is bounded by $m \cdot (2 \cdot m \cdot \Delta + 1)^m$. Here $\Delta$ is an upper bound on the absolute values of the entries of $A$ only. The novel strength of our bound is that it is independent of $n$. We provide evidence for the significance of our bound by applying it to general knapsack problems where we obtain structural and algorithmic results that improve upon the recent literature.
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CP11
Approximating Weighted Tree Augmentation Via Chvátal-Gomory Cuts

In the weighted tree augmentation problem (WTAP), we are given an undirected tree $G = (V, E)$ and an additional set of edges $L$ called links, with costs $c \geq 1$ for all links. The goal is to choose a minimum cost subset $S \subseteq L$ such that $G = (V, E \cup S)$ is 2-edge-connected. In the unweighted case, with $c = 1$ for all links, the problem is called the tree augmentation problem (TAP). Both problems are known to be APX-hard, and the best known approximation factors are 2 for WTAP [Frederickson and JàJà] and 1.5 for TAP [Kortsarz and Nutov]. Adjishvili (SODA ’17) gave a 1.96418 + $\epsilon$-approximation algorithm for WTAP under the assumption that all link costs are bounded by a constant. This is the first approximation with a better guarantee than 2 not requiring a special structure of the tree or the links. In this paper, we improve Adjishvili’s approximation to a 1.5 + $\epsilon$-approximation for WTAP under the bounded cost assumption. We achieve this by introducing a strong LP that combines $(0,0.5)$-Chvátal-Gomory cuts for the standard LP for the problem with bundle constraints from Adjishvili. We show that our LP can be solved efficiently and that it is exact for some instances that arise
algorithms, including pseudo-polynomial ones. In particular, we can obtain strongly polynomial algorithms by a repeated application of the conditional gradient or of the Fujishige-Wolfe algorithm. Combined with the geometric rescaling technique, the black-box approach provides a $O(n^2EO + n^3)\log^2 n)$ algorithm. Finally, we show that our technique can be used to obtain a simplified variant of the $O(n^4 \log^2 nEO + n^4 \log^{O(1)} n)$ cutting-plane SFM algorithm of Lee, Sidford, and Wong.
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CP12  
More Logarithmic-Factor Speedups for 3SUM, (median,+)-Convolution, and Some Geometric 3SUM-Hard Problems

We present an algorithm that solves the 3SUM problem for $n$ real numbers in $O((n^2/\log^2 n)(\log \log n)^{O(1)})$ time, improving previous solutions by about a logarithmic factor. Our framework for shaving off two logarithmic factors can be applied to other problems, such as (median,+)-convolution/matrix multiplication and algebraic generalizations of 3SUM. We also obtain the first subquadratic results on some 3SUM-hard problems in computational geometry, for example, deciding whether (the interiors of) a constant number of simple polygons have a common intersection.
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CP12  
Voronoi Tessellations in the Crt and Continuum Random Maps of Finite Excess

Given a large graph $G$ and $k$ agents on this graph, we consider the Voronoi tessellation induced by the graph distance. Each agent gets control of the portion of the graph that is closer to itself than to any other agent. We study the limit law of the vector $\text{Var} := (V_1/n, V_2/n, \ldots, V_k/n)$, whose $i$'th coordinate records the fraction of vertices of $G$ controlled by the $i$'th agent, as $n$ tends to infinity. We show that if $G$ is a uniform random tree, and the agents are placed uniformly at random, the limit law of vor is uniform on the $(k-1)$-dimensional simplex. In particular, when $k = 2$, the two agents each get a uniform random fraction of the territory. In fact, we prove the result directly on the Brownian continuum random tree (CRT), and we also prove the same result for a “higher genus” analogue of the CRT that we call the continuum random unicellular map, indexed by a genus parameter $g \geq 0$. As a key step of independent interest, we study the case when $G$ is a random planar embedded graph with a finite number of faces. The main idea of the proof is to show that vor has the same distribution as another partition of mass $Int := (I_1/n, I_2/n, \ldots, I_k/n)$ where $I_j$ is the contour length separating the $i$'th agent from the first one following it clockwise around the graph.
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On the Complexity of Range Searching Among Curves

Modern tracking technology has made the collection of large numbers of densely sampled trajectories of moving objects widely available. We consider a fundamental problem encountered when analysing such data: Given objects widely available. We consider a fundamental problem when analysing such data: Given objects.

Curves $S$ in $\mathbb{R}^4$, preprocess $S$ into a data structure that answers queries with a query curve $q$ and radius $\rho$ for the curves of $S$ that have Fréchet distance at most $\rho$ to $q$. We initiate a comprehensive analysis of the space/query-time trade-off for this data structuring problem. Our lower bounds imply that any data structure in the pointer model model that achieves $Q(n) + O(k)$ query time, where $k$ is the output size, has to use roughly $\Omega\left(\frac{n}{Q(n)}\right)^{\alpha}$ space in the worst case, even if queries are mere points or line segments. More importantly, we show that the size/query-time trade-off worsens by an exponential factor of input and query complexity. This behaviour addresses an open question in the range searching literature: whether it is possible to avoid the additional logarithmic factors in the space and query time of a multilevel partition tree. We answer this question negatively. On the positive side, we show we can build data structures for the Fréchet distance by using semialgebraic range searching. Here, our solution is in line with our lower bound in terms of the asymptotic number of levels in the data structure.
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On Separating Points by Lines

Given a set of $n$ points in the plane, its separability is the minimum number of lines needed to separate all its pairs of points from each other. We show that the minimum number of lines needed to separate $n$ points, picked randomly (and uniformly) in the unit square, is $\tilde{\Theta}(n^{2/3})$, where $\tilde{\Theta}$ hides polylogarithmic factors. In addition, we provide a fast approximation algorithm for computing the separabil-
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CP13
Online Bipartite Matching with Amortized $O(\log^2 N)$ Replacements

In the online bipartite matching problem with replacements, all the vertices on one side of the bipartition are given, and the vertices on the other side arrive one by one with all their incident edges. The goal is to maintain a maximum matching while minimizing the number of changes (replacements) to the matching. We show that the greedy algorithm that always takes a shortest augmenting path from the newly inserted vertex (denoted SAP) uses at most amortized $O(\sqrt{n})$ replacements per insertion, where $n$ is the total number of vertices inserted. This is the first analysis to achieve a polylogarithmic number of replacements for any strategy, almost matching the $\Omega(\log n)$ lower bound. The previous best strategy achieved amortized $O(\log n)$ replacements [Bosek, Leniowski, Sankowski, Zewi, FOCS 2014]. For SAP in particular, nothing better than the trivial $O(n)$ bound was known except in special cases. Our analysis immediately implies the same upper bound of $O(\log^2 n)$ replacements for the capacitated assignment problem where each vertex on the static side of the bipartition is initialized with the capacity to serve a
number of vertices. We also analyze the problem of minimizing the maximum server load. We show that if the final graph has maximum server load \( L \), then SAP makes amortized \( O(\min\{L \log^2 n, \sqrt{n} \log^2 n\}) \) reassignments. We also show that this is close to tight because \( \Omega(\min\{L, \sqrt{n}\}) \) reassignments can be necessary.
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**CP13**  
**Randomized Algorithms for Online Vector Load Balancing**

We study randomized algorithms for the online vector bin packing and vector scheduling problems. For vector bin packing, we achieve a competitive ratio of \( O(d^{1/B}) \), where \( d \) is the number of dimensions and \( B \) the size of a bin. This improves the previous bound of \( O(d^{1/(B-1)}) \) by a polynomial factor, and is tight up to logarithmic factors. For vector scheduling, we show a lower bound of \( \Omega(\log d \log \log d) \) on the competitive ratio of randomized algorithms, which is the first result for randomized algorithms and is asymptotically tight. Finally, we analyze the widely used “power of two choices” algorithm for vector scheduling, and show that its competitive ratio is \( O(\log \log n + \frac{\log d}{\log \log n}) \), which is optimal up to the additive \( O(\log \log n) \) term that also appears in the scalar version of this algorithm.
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**CP13**  
**Competitive Algorithms for Generalized \( k \)-Server in Uniform Metrics**

The generalized \( k \)-server problem is a far-reaching extension of the \( k \)-server problem with several applications. Here, each server \( s_i \) lies in its own metric space \( M_i \). A request is a \( k \)-tuple \( r = \langle r_1, r_2, \ldots, r_k \rangle \) and to serve it, we need to move some server \( s_i \) to the point \( r_i \in M_i \), and the goal is to minimize the total distance traveled by the servers. Despite much work, no \( f(k) \)-competitive algorithm is known for the problem for \( k > 2 \) servers, even for special cases such as uniform metrics and lines. Here, we consider the problem in uniform metrics and give the first \( f(k) \)-competitive algorithms for general \( k \). In particular, we obtain deterministic and randomized algorithms with competitive ratio \( O(k^2) \) and \( O(k^3 \log k) \) respectively. Our deterministic bound is based on a novel application of the polynomial method to online algorithms, and essentially matches the long-known lower bound of \( 2^k - 1 \). We also give a \( 2^{O(k)} \)-competitive deterministic algorithm for weighted uniform metrics, which also essentially matches the recent doubly exponential lower bound for the problem.
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**CP13**  
**Online Facility Location Against a \( t \)-Bounded Adversary**

In the streaming model, the order of the stream can significantly affect the difficulty of a problem. A \( t \)-semirandom stream was introduced as an interpolation between random-order \( (t = 1) \) and adversarial-order \( (t = n) \) streams where an adversary intercepts a random-order stream and can delay up to \( t \) elements at a time. IITK Sublinear Open Problem #15 asks to find algorithms whose performance degrades smoothly as \( t \) increases. We show that the celebrated online facility location algorithm achieves an expected competitive ratio of \( O(\frac{\log \log n}{\log \log \log n}) \). We present a matching lower bound that any randomized algorithm has an expected competitive ratio of \( O(\frac{\log \log n}{\log \log \log n}) \). We use this result to construct an \( O(1) \)-approximate streaming algorithm for \( k \)-median clustering that stores \( O(k \log t) \) points and has \( O(k \log t) \) worst-case update time. Our technique generalizes to any dissimilarity measure that satisfies a weak triangle inequality, including \( k \)-means, \( M \)-estimators, and \( \ell_p \) norms. The special case \( t = 1 \) yields an optimal \( O(k) \) space algorithm for random-order streams as well as an optimal \( O(nk) \) time algorithm in the RAM model, closing a long line of research on this problem.
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**CP13**  
**Randomized Online Matching in Regular Graphs**

In this paper we study the classic online matching problem, introduced in the seminal work of Karp, Vazirani and Vazirani (STOC 1990), in regular graphs. For such graphs, an optimal deterministic algorithm as well as efficient algorithms under stochastic input assumptions were known. In this work, we present a novel randomized algorithm with competitive ratio tending to one on this family of graphs, under adversarial arrival order. Our main contribution is a novel algorithm which achieves competitive ratio \( 1 - O(\sqrt{\log d/\sqrt{d}}) \) in expectation on \( d \)-regular graphs. In contrast, we show that all previously-studied online algo-
rithms have competitive ratio strictly bounded away from one. Moreover, we show the convergence rate of our algorithm’s competitive ratio to one is nearly tight, as no algorithm achieves competitive ratio better than $1 - O(1/\sqrt{d})$. Finally, we show that our algorithm yields a similar competitive ratio with high probability, as well as guaranteeing each vertex a probability of being matched tending to one.
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CP14
Approximating the Largest Root and Applications to Interlacing Families

Abstract not available at time of publication
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CP14
A Two-Pronged Progress in Structured Dense Matrix Vector Multiplication

We address the broad question of identifying classes of structured dense square matrices that can be represented with a linear (in dimension) number of parameters, and for which operations such as matrix-vector multiplication can be performed in a near-linear number of operations. In this paper, we make progress on two fronts: First, we identify a notion of recurrence width of matrices. For matrices $A$ with constant recurrence width, we design algorithms to compute $Ab$, $A^Tb$, and more with a near-linear number of operations. This notion of width is more fine-grained than classic structures such as orthogonal polynomial transforms and Toeplitz/Cauchy/Vandermonde matrices, and thus we can compute superfast matrix-vector multiplication for all of them using the same core algorithm. Second, we adapt this algorithm to a matrix-vector multiplication algorithm for a much more general class of matrices with displacement structure: those with low displacement rank with respect to quasiseparable matrices. This result is a novel connection between matrices with displacement structure and those with rank structure, two large but previously separate classes of structured matrices. This class includes Toeplitz-plus-Hankel-like matrices, the Discrete Trigonometric Transforms, and more, and captures all previously known matrices with displacement structure under a unified parametrization and algorithm.
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CP14
Improved Rectangular Matrix Multiplication Using Powers of the Coppersmith-Winograd Tensor

In the past few years, successive improvements of the asymptotic complexity of square matrix multiplication have been obtained by developing methods to analyze the powers of the Coppersmith-Winograd tensor, a construction introduced thirty years ago. We show how to generalize this approach to make progress on the complexity of rectangular matrix multiplication as well, by developing a framework to analyze powers of tensors in an asymmetric way. By applying this methodology to the fourth power of the Coppersmith-Winograd tensor, we improve the complexity of rectangular matrix multiplication. Let $\alpha$ denote the maximum value such that the product of an $n \times n^\alpha$ matrix by an $n^\alpha \times n$ matrix can be computed with $O(n^{2+\epsilon})$ arithmetic operations for any $\epsilon > 0$. By analyzing the fourth power of the Coppersmith-Winograd tensor, we obtain the new lower bound $\alpha > 0.31389$, which improves the previous lower bound $\alpha > 0.30298$ obtained five years ago by Le Gall (FOCS’12) from the analysis of the second power of the Coppersmith-Winograd tensor. More generally, we give faster algorithms computing the product of an $n \times n^\alpha$ matrix by an $n^\alpha \times n$ matrix for any $k \neq 1$. These improvements lead to improvements in the complexity of a multitude of fundamental problems for which the bottleneck is rectangular matrix multiplication, such as computing the all-pair shortest paths in directed graphs with bounded weights.
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CP14
A Tight Lower Bound for Counting Hamiltonian Cycles Via Matrix Rank

For even $k$, the matchings connectivity matrix $M_k$ is a binary matrix that is indexed by the perfect matchings on
$k$ vertices; it encodes whether the union of two matchings forms a single cycle. In [Cygan et al., Fast hamiltonicity checking via bases of perfect matchings, STOC 2013], it was shown that the rank of $M_k$ over the integers modulo 2 is $\Theta(\sqrt{2^k})$. This was used to give an $O^*((2 + \sqrt{2})^v)$ time algorithm for counting Hamiltonian cycles modulo 2 on graphs of pathwidth $w$. Furthermore, a tight lower bound under the Strong Exponential Time Hypothesis (SETH) was shown; this relied on finding a large permutation submatrix within $M_k$. We present a new technique to obtain similar complexity lower bounds when only a black-box lower bound on the rank of $M_k$ is given. To apply this technique, we prove that the rank of $M_k$ over the rationals is $4^k$, up to polynomial factors in $k$, using the representation theory of the symmetric group. We also show that the rank of $M_k$ over the integers mod $p$ is $\Omega(1.56^k)$ for any prime $p \neq 2$. As a consequence, we obtain that Hamiltonian cycles cannot be counted in time $O^*((6 - \epsilon)^v)$ for any $\epsilon > 0$ unless SETH fails. This is essentially tight. We also obtain that Hamiltonian cycles cannot be counted modulo primes $p \neq 2$ in time $O^*((3.56^v))$.
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CP14
A Fast Generalized DFT for Finite Groups of Lie Type

We give an arithmetic algorithm using $O(|G|^{\omega/2 + o(1)})$ operations to compute the generalized Discrete Fourier Transform (DFT) over group $G$ for finite groups of Lie type, including the linear, orthogonal, and symplectic families and their variants, as well as all finite simple groups of Lie type. Here $\omega$ is the exponent of matrix multiplication, so the exponent $\omega/2$ is optimal if $\omega = 2$. Previously, “exponent one” algorithms were known for supersolvable groups and the symmetric and alternating groups. No exponent one algorithms were known (even under the assumption $\omega = 2$) for families of linear groups of fixed dimension, and indeed the previous best-known algorithm for $\text{SL}_2(F_q)$ had exponent $4/3$ despite being the significant effort. We unconditionally achieve exponent at most 1.19 for this group, and exponent one if $\omega = 2$. We also show that $\omega = 2$ implies a $\sqrt{2}$ exponent for general finite groups $G$, which beats the longstanding previous best upper bound (assuming $\omega = 2$) of $3/2$.
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CP15
Persistent Path Homology of Directed Networks

While standard persistent homology has been successful in extracting information from metric datasets, its applicability to more general data, e.g. directed networks, is hindered by its natural insensitivity to asymmetry. We extend a construction of homology of digraphs due to Grigoryan, Lin, Muranov and Yau to the persistent framework. The result, which we call persistent path homology or PPH, encodes a rich level of detail about the asymmetric structure of the input directed network. For example, we prove that PPH identifies a class of directed cyclic networks as directed analogues of the circle. In general, PPH produces signatures that differ from natural extensions of Rips or Čech persistence to the directed setting, but we prove that PPH agrees with Čech persistence on symmetric spaces. Additionally, we prove that PPH agrees with Čech persistence on directed networks satisfying a local condition that we call square-freeness. We prove stability of PPH by utilizing a separate theory of homotopy of digraphs that is compatible with path homology. Finally, we study computational aspects of PPH, and derive an algorithm showing that over field coefficients, computing PPH requires the same worst case running time as standard persistent homology.
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CP15
On the Decidability of the Frechet Distance Between Surfaces

We show that the Frechet distance between two piecewise linear surfaces can be decided in finite time, hence, the problem is decidable. For the special case that one of the surfaces is a triangle, we show that the problem is in PSPACE. In both cases, our computational model is a Turing Machine, and our algorithms rely on Canny's result [STOC 1988] that the existential theory of the real numbers is decidable in PSPACE.
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CP15
On the Complexity of Optimal Homotopies

In this article, we provide new structural results and algorithms for the Homotopy Height problem. In broad terms, this problem quantifies how much a curve on a surface needs to be stretched to sweep continuously between two positions. More precisely, given two homotopic curves $\gamma_1$ and $\gamma_2$ on a combinatorial (say, triangulated) surface, we investigate the problem of computing a homotopy between $\gamma_1$ and $\gamma_2$ where the length of the longest intermediate curve is minimized. Such optimal homotopies are relevant for a wide range of purposes, from very theoretical questions in quantitative homotopy theory to more practical applications such as similarity measures on meshes and graph searching problems. We prove that Homotopy Height is in the complexity class NP, and the corresponding exponential algorithm is the best one known for this problem. This result builds on a structural theorem on monotonicity of optimal homotopies, which is proved in a companion paper. Then we show that this problem encompasses the Homotopic Fréchet distance problem which we therefore also establish to be in NP, answering a question
which has previously been considered in several different settings. We also provide an $O(\log n)$-approximation algorithm for Homotopy Height on surfaces by adapting an earlier algorithm of Har-Peled, Nayyeri, Salvatipour and Sidiropoulos in the planar setting.
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CP15
Frechet-Stable Signatures Using Persistence Homology

For a metric space $Y$, the Fréchet distance is a metric on trajectories $f, g : [0,1] \to Y$ that minimizes over continuous reparameterizations $h$ of time of $\max_{t \in [0,1]} d_Y(f(t), g(h(t)))$. One can define the generalized Fréchet distance between more complex objects, functions $f : X \to Y$ where $X$ is some topological space that minimizes over homeomorphisms from $X \to Y$. This more general definition has been studied for surfaces and often leads to computationally hard problems. We show how to compute in polynomial-time signatures for these functions for which the resulting metric on the signatures can also be computed in polynomial-time and provides a meaningful lower bound on the generalized Fréchet distance. Our approach uses persistent homology and exploits the natural invariance of persistence diagrams of functions to homomorphisms of the domain. Our algorithm for computing the signatures in Euclidean spaces uses a new method for computing persistent homology of convex functions on simplicial complexes which may be of independent interest.
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CP15
Computing Simplicial Representatives of Homotopy Group Elements

A central problem of algebraic topology is to understand the homotopy groups $\pi_d(X)$ of a topological space $X$. For the computational version of the problem, it is well known that there is no algorithm to decide whether the fundamental group $\pi_1(X)$ of a given finite simplicial complex $X$ is trivial. On the other hand, there are several algorithms that, given a finite simplicial complex $X$ that is simply connected (i.e., with $\pi_1(X)$ trivial), compute the higher homotopy group $\pi_d(X)$ for any given $d \geq 2$. However, these algorithms come with a caveat: They compute the isomorphism type of $\pi_d(X)$, $d \geq 2$ as an abstract finitely generated abelian group given by generators and relations, but they work with very implicit representations of the elements of $\pi_d(X)$. Here we present an algorithm that, given a simply connected simplicial complex $X$, computes $\pi_d(X)$ and represents its elements as simplicial maps from a suitable triangulation of the $d$-sphere $S^d$ to $X$. For fixed $d$, the algorithm runs in time exponential in $\text{size}(X)$, the number of simplices of $X$. Moreover, we prove that this is optimal: For every fixed $d \geq 2$, we construct a family of simply connected simplicial complexes $X$ such that for any simplicial map representing a generator of $\pi_d(X)$, the size of the triangulation of $S^d$ on which the map is defined is exponential in $\text{size}(X)$.
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CP16
Multivariate Fine-Grained Complexity of Longest Common Subsequence

We revisit the classic combinatorial pattern matching problem of finding a longest common subsequence (LCS). For strings $x$ and $y$ of length $n$, a textbook algorithm solves LCS in time $O(n^2 \log n)$, but despite much effort, no $O(n^{2-\epsilon})$-time algorithm is known. Recent work indeed shows that such an algorithm would refute the Strong Exponential Time Hypothesis (SETH). In spite of the quadratic-time barrier, an enduring scientific interest produced strongly subquadratic time algorithms for special cases of interest, e.g., differential file comparison. In this paper, using the lens of fine-grained complexity, our goal is to (1) justify the lack of faster specialized algorithms since 1990 and (2) determine whether some special cases of LCS admit faster algorithms than currently known. To this end, we provide a systematic study of the multivariate complexity of LCS, taking into account all parameters previously discussed in the literature: the input size $n := \max\{|x|,|y|\}$, the length of the shorter string $m := \min\{|x|,|y|\}$, the length $L$ of an LCS of $x$ and $y$, the numbers of deletions $\delta := m-L$ and $\Delta := n-L$, the alphabet size, as well as the numbers of matching pairs $M$ and dominant pairs $d$. For any class of instances defined by fixing each parameter individually to a polynomial in terms of the input size, we determine the optimal running time under SETH as $(n + \min\{d,\delta\Delta,\delta m\})^{O(1)}$, up to lower order factors.
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CP16
Tight Hardness for Shortest Cycles and Paths in Sparse Graphs

Fine-grained reductions have established equivalences between many core problems with $O(n^3)$-time algorithms on $n$-node weighted graphs, such as Shortest Cycle, All-
pairs shortest paths (APSP), radius, replacement paths, second shortest paths, and so on. These problems also have \(O(mn)\)-time algorithms on \(m\)-edge \(n\)-node weighted graphs, and such algorithms have wider applicability. Are these \(mn\) bounds optimal when \(m \ll n^2\)? Starting from the hypothesis that the minimum weight \((2\ell + 1)\)-clique problem in edge weighted graphs requires \(n^{2\ell+1-o(1)}\) time, we prove that for all sparsities of the form \(m = \Theta(n^{1+1/\ell})\), there is no \(O(n^2 + mn^{1-\epsilon})\) time algorithm for \(\epsilon > 0\) for any of the below problems:

- Minimum Weight \((2\ell + 1)\)-cycle in a directed weighted graph,
- Shortest cycle in a directed weighted graph,
- APSP in a directed or undirected weighted graph,
- Radius (or eccentricities) in a directed or undirected weighted graph,
- Wiener index, replacement paths, second shortest path, and betweenness centrality in directed or undirected weighted graphs.

That is, we prove hardness for a variety of sparse graph problems from the hardness of a dense graph problem. Our results also lead to new conditional lower bounds from several hypotheses for unweighted sparse graph problems including \(k\)-cycle, shortest cycle, radius, wiener index and APSP.
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CP16
Tree edit distance cannot be computed in strongly subcubic time (unless APSP can)

The edit distance between two rooted ordered trees with \(n\) nodes labeled from an alphabet \(\Sigma\) is the minimum cost of transforming one tree into the other by a sequence of elementary operations consisting of deleting and relabeling existing nodes, as well as inserting new nodes. Tree edit distance is a well known generalization of string edit distance. The fastest known algorithm for tree edit distance runs in cubic \(O(n^3)\) time and is based on a similar dynamic programming solution as string edit distance. In this paper we show that a truly subcubic \(O(n^{3-\epsilon})\) time algorithm for tree edit distance is unlikely: For \(|\Sigma| = \Omega(n)\), a truly subcubic algorithm for tree edit distance implies a truly subcubic algorithm for the all pairs shortest paths problem. For \(|\Sigma| = O(1)\), a truly subcubic algorithm for tree edit distance implies an \(O(n^{k-\epsilon})\) algorithm for finding a maximum weight \(k\)-clique. Thus, while in terms of upper bounds string edit distance and tree edit distance are highly related, in terms of lower bounds string edit distance exhibits the hardness of the strong exponential time hypothesis [Backurs, Indyk STOC’15] whereas tree edit distance exhibits the hardness of all pairs shortest paths. Our result provides a matching conditional lower bound for one of the last remaining classic dynamic programming problems.
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CP16
On the difference between closest, furthest, and orthogonal pairs: Nearly-linear vs Barely-subquadratic complexity in computational geometry

Pair-finding problems for \(n\) points in \(d\)-dimensional euclidean space (and \(\ell_p\) spaces more generally) have typically had two kinds of running-time solutions: (Nearly-Linear) less than \(d\log(d)\cdot n\log\log(d)\) time, or (Barely-
Subquadratic $f(d) \cdot n^{2-1/\Theta(d)}$ time, for various $f$. For example, in Euclidean space, finding a Closest Pair among $n$ points in $R^d$ is nearly-linear, while known algorithms for finding a Furthest Pair are only barely-subquadratic. Is there a barrier to obtaining nearly-linear algorithms for problems which are currently only barely-subquadratic? We give a novel exact and deterministic self-reduction for the Orthogonal Vectors problem on $n$ vectors in $\{0, 1\}^d$ to $n$ vectors in $Z^{\omega(\log d)}$ that runs in $2^{o(d)}$ time. As a consequence, barely-subquadratic problems such as Euclidean Furthest Pair, Euclidean Bichromatic Closest Pair, and Incidence Detection do not have $O(n^{2+\epsilon})$ time algorithms (in Turing models of computation) for dimensionality $d = \omega(\log \log n)^2$, unless the Orthogonal Vectors Conjecture and the Strong Exponential Time Hypothesis are false. That is, while the poly-log-log-dimensional case of Closest Pair is in $n^{1+o(1)}$ time, the poly-log-log-dimensional case of Furthest Pair can encode larger-dimensional problems conjectured to require $n^{2-o(1)}$ time. Other related results are shown.
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CP17
Boolean Function Analysis Meets Stochastic Optimization: An Approximation Scheme for Stochastic Knapsack

The stochastic knapsack problem is the stochastic variant of the classical knapsack problem in which the algorithm designer is given a a knapsack with a given capacity and a collection of items where each item is associated with a profit and a probability distribution on its size. The goal is to select a subset of items with maximum profit and violate the capacity constraint with probability at most $p$ (referred to as the overflow probability). In this paper, we design efficient approximation schemes for this problem without relaxing the capacity constraint.

- Our first result is in the case when item sizes are Bernoulli random variables. In this case, we design a (nearly) fully polynomial time approximation scheme (FPTAS) which only relaxes the overflow probability.
- Our second result generalizes the first result to the case when all the item sizes are supported on a (common) set of constant size.
- Our third result is in the case when item sizes are so-called hypercontractive random variables i.e., random variables whose second and fourth moments are within constant factors of each other. In other words, the kurtosis of the random variable is upper bounded by a constant. In this case, we design a polynomial time approximation scheme which relaxes both the overflow probability and maximum profit.
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CP17
Nested Convex Bodies Are Chaseable

In the Convex Body Chasing problem, we are given an initial point $v_0 \in R^d$ and an online sequence of $n$ convex bodies $F_1, \ldots, F_n$. When we receive $F_i$, we are required to move inside $F_i$. Our goal is to minimize the total distance travelled. This fundamental online problem was first studied by Friedman and Linial (DCG 1993). They proved an $\Omega(\sqrt{d})$ lower bound on the competitive ratio, and conjectured that a competitive ratio depending only on $d$ is possible. However, despite much interest in the problem, the conjecture remains wide open. We consider the setting in which the convex bodies are nested: $F_1 \supset \ldots \supset F_n$. The nested setting is closely related to extending the online LP framework of Buchbinder and Naor (ESA 2005) to arbitrary linear constraints. Moreover, this setting retains much of the difficulty of the general setting and captures an essential obstacle in resolving Friedman and Linial’s conjecture. In this work, we give the first $f(d)$-competitive algorithm for chasing nested convex bodies in $R^d$.

Nikhil Bansal
Department of Mathematics and Computer Science
Eindhoven University of Technology, Eindhoven, Netherlands
n.bansal@tue.nl

Martin Bohm
Charles University
bohm@iuuk.mff.cuni.cz

Marek Elias
Eindhoven University of Technology, Netherlands
m.elias@tue.nl

Grigoris Koumoutsos
TU Eindhoven
g.koumoutsos@tue.nl

Seeun W. Umboh
University of Wisconsin-Madison
seeun.umboh@gmail.com

CP17
Stochastic Load Balancing on Unrelated Machines

We consider the problem of makespan minimization: i.e., scheduling jobs on machines to minimize the maximum load. For the deterministic case, good approximations are known even when the machines are unrelated. However, the problem is not well-understood when there is uncertainty in the job sizes. In our setting the job sizes are stochastic, i.e., the size of a job $j$ on machine $i$ is a random variable $X_{ij}$, whose distribution is known. The goal is to find a fixed assignment of jobs to machines, to minimize the expected makespan. For the identical machines special case when the size of a job is the same across all machines, a constant-factor approximation algorithm has long been known. However, the problem has remained open even for the related machines case. Our main result is a constant-factor approximation for the most general case of unrelated machines. The main technical challenge we overcome is obtaining an efficiently computable lower bound for the optimal solution. We give an exponential-sized LP that we argue gives a strong lower bound. Then we show how to round any fractional solution to satisfy only a small subset of the constraints, which are enough to bound the expected makespan of our solution. We then consider two generalizations. The first is the budgeted makespan minimization problem. We extend our above result to a constant-factor. The second problem is the $q$-norm minimization problem. Here we give an $O(q/\log q)$-approximation algorithm.
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CP17  
An Alon-Boppana Type Bound for Weighted Graphs and Lowerbounds for Spectral Sparsification

We prove the following Alon-Boppana type theorem for general (not necessarily regular) weighted graphs: if $G$ is an $n$-node weighted undirected graph with $dn^2/2$ edges and girth $g > 2d^{1/3} + 1$, and if $\lambda_1 \leq \lambda_2 \leq \cdots \lambda_n$ are the eigenvalues of the (non-normalized) Laplacian of $G$, then

$$\frac{\lambda_n}{\lambda_2} \geq 1 + \frac{4}{\sqrt{d}} - O\left(\frac{1}{d^{1/3}}\right).$$

(The Alon-Boppana theorem gives $\frac{\lambda_n}{\lambda_2} \geq 1 + \frac{4}{\sqrt{d}} - O\left(\frac{1}{d^{1/3}}\right)$ in unweighted $d$-regular graphs of diameter $> d^{1/3}$.) Our result implies a lower bound for spectral sparsifiers. Batson, Spielman and Srivastava proved that for every $G$ there is an $\epsilon$-spectral-sparsifier $H$ of average degree $d$ where $\epsilon \approx \frac{\lambda_n}{\lambda_2}$ and the edges of $H$ are a (weighted) subset of the edges of $G$. Batson, Spielman and Srivastava also show that the bound on $\epsilon$ cannot be reduced below $\approx \frac{1}{\sqrt{d}}$ when $G$ is a clique; our result implies that $\epsilon$ cannot be reduced below $\approx \frac{1}{\sqrt{d}}$. The method of Batson, Spielman and Srivastava proves a more general result, about sparsifying sums of rank-one matrices, and their method applies to an ‘online’ setting. We show that for the online matrix setting the $4\sqrt{2}/\sqrt{d}$ bound is tight, up to lower order terms.
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CP17  
Scheduling When You Don’t Know the Number of Machines

Often in a scheduling problem, there is uncertainty about the jobs to be processed. The issue of uncertainty regarding the machines has been much less studied. In this paper, we study a scheduling environment in which jobs first need to be grouped into some sets before the number of machines is known, and then the sets need to be scheduled on machines without being separated. In order to evaluate algorithms in such an environment, we introduce the idea of an $\alpha$-robust algorithm, one which is guaranteed to return a schedule on any number $m$ of machines that is within an $\alpha$ factor of the optimal schedule on $m$ machine, where the optimum is not subject to the restriction that the sets cannot be separated. Under such environment, we give a $(\frac{d}{2} + \epsilon)$-robust algorithm for scheduling on parallel machines to minimize makespan, and show a lower bound $\frac{d}{2}$.

For the special case when the jobs are infinitesimal, we give a 1.233-robust algorithm with an asymptotic lower bound of 1.207. We also study a case of fair allocation, where the objective is to minimize the difference between the maximum and minimum machine load.
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CP18  
Steiner Point Removal — Distant Terminals Don’t (Really) Bother

Given a weighted graph $G = (V, E, w)$ with a set of $k$ terminals $T \subset V$, the Steiner Point Removal problem seeks for a minor of the graph with vertex set $T$, such that the distance between every pair of terminals is preserved within a small multiplicative distortion. Kamma, Krauthgamer and Nguyen used a ball-growing algorithm to show that the distortion is at most $O(\log^2 k)$ for general graphs. In this paper, we improve the distortion bound to $O(\log k)$. The improvement is achieved based on a known algorithm that constructs terminal-distance exact-preservation minor with $O(k^3)$ (which is independent of $|V|$) vertices, and also two tail bounds on the sums of independent exponential random variables, which allow us to show that it is unlikely for a non-terminal being contracted to a distant terminal.
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CP18  
Fast, Deterministic and Sparse Dimensionality Reduction

We provide a deterministic construction of the sparse Johnson-Lindenstrauss transform of Kane & Nelson (J.ACM 2014) which runs, under a mild restriction, in the time necessary to apply the sparse embedding matrix to the input vectors. Specifically, given a set of $n$ vectors in $\mathbb{R}^d$ and target error $\varepsilon$, we give a deterministic algorithm to compute a $\{-1,0,1\}$ embedding matrix of rank $O((\log n)/\varepsilon^2)$ with $O((\log n)/\varepsilon)$ entries per column which preserves the norms of the vectors to within $1 \pm \varepsilon$. If NNZ, the number of non-zero entries in the input set of vectors, is $\Omega(d^2)$, our algorithm runs in time $O(\text{NNZ} \cdot \log n/\varepsilon)$. One ingredient in our construction is an extremely simple proof of the Hanson-Wright inequality for subgaussian random variables, which is more amenable to derandomization. As an interesting byproduct, we are able to derive the essentially optimal form of the inequality in terms of its functional dependence on the parameters.
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CP18  
Steiner Point Removal with Distortion $O(\log K)$

In the Steiner point removal (SPR) problem, we are given a weighted graph $G = (V, E)$ and a set of terminals $K \subset V$ of size $k$. The objective is to find a minor $M$ of $G$ with only the terminals as its vertex set, such that the distance between the terminals will be preserved up to a
small multiplicative distortion. Kamma, Krauthgamer and Nguyen [KKN15] used a ball-growing algorithm with exponential distributions to show that the distortion is at most $O(\log^3 k)$. Cheung [Cheung18] improved the analysis of the same algorithm, bounding the distortion by $O(\log^2 k)$. We improve the analysis of this ball-growing algorithm even further, bounding the distortion by $O(\log k)$.
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**CP18**

**Impossibility of Dimension Reduction in the Nuclear Norm**

Let $S_1$ be the Banach space of compact linear operators $T : l_2 \to l_2$ whose nuclear norm $\|T\|_{S_1} = \sum_{j=1}^{\infty} \sigma_j(T)$ is finite, where $\{\sigma_j(T)\}_{j=1}^{\infty}$ are the singular values of $T$. We prove that there exists arbitrarily large $C \subset S_1$ that cannot be embedded with distortion $O(1)$ into any $|C|^{o(1)}$-dimensional linear subspace of $S_1$. $C$ is not even a $O(1)$-Lipschitz quotient of any subset of any $|C|^{o(1)}$-dimensional linear subspace of $S_1$. Thus, $S_1$ does not admit a dimension reduction result à la Johnson and Lindenstrauss (1984), which complements the work of Harrow, Montanaro and Short (2011) on the limitations of quantum dimension reduction under the assumption that the embedding into low dimensions is a quantum channel. Such a statement was previously known with $C_1$ replaced by $\ell_1$ via the work of Brinkman and Charikar (2003). In fact, $C$ can be taken to be the same set as the one that Brinkman and Charikar considered, viewed as a collection of diagonal matrices in $S_1$. The challenge is to demonstrate that $C$ cannot be faithfully realized in an arbitrary low-dimensional subspace of $S_1$, while Brinkman and Charikar obtained such an assertion only for subspaces of $S_1$ that consist of diagonal operators. We establish this by proving that the Markov 2-convexity constant of any finite dimensional linear subspace $X$ of $S_1$ is $O(\sqrt{\log \dim(X)})$.
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**CP19**

**A Tight $\sqrt{2}$-Approximation for Linear 3-Cut**

We investigate the approximability of the linear 3-cut problem in directed graphs, which is the simplest unsolved case of the linear $k$-cut problem. The input here is a directed graph $D = (V, E)$ with node weights and three specified terminal nodes $s, r, t \in V$, and the goal is to find a minimum weight subset of non-terminal nodes whose removal ensures that $s$ cannot reach $r$ and $t$, and $r$ cannot reach $t$. The problem is approximation-equivalent to the problem of blocking rooted in- and out-arborescences, and it also has applications in network coding and security. The approximability of linear 3-cut has been wide open until now: the best known lower bound under the Unique Games Conjecture (UGC) was $4/3$, while the best known upper bound was $2$ using a trivial algorithm. In this work we completely close this gap: we present a $\sqrt{2}$-approximation algorithm and show that this factor is tight assuming UGC. Our contributions are twofold: (1) we analyze a natural two-step deterministic rounding scheme through the lens of a single-step randomized rounding scheme with non-trivial distributions, and (2) we construct integrality gap instances that meet the upper bound of $\sqrt{2}$. Our gap instances can be viewed as a weighted graph sequence converging to a “graph limit structure”.
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**CP19**

**Near-Optimal Approximation Algorithm for Simul-**
taneous Max-Cut

In the simultaneous Max-Cut problem, we are given \( k \) weighted graphs on the same set of \( n \) vertices, and the goal is to find a cut of the vertex set so that the minimum, over the \( k \) graphs, of the cut value is as large as possible. Previous work of Bhangale et al. [BKS15] gave a polynomial time algorithm which achieved an approximation factor of \( 1/2 - o(1) \) for this problem (and an approximation factor of \( 1/2 + \epsilon_k \) in the unweighted case, where \( \epsilon_k \) goes to 0 as \( k \) goes to infinity). In this work, we give an approximation algorithm for simultaneous Max-Cut with an approximation factor of 0.878 (for all constant \( k \)). The natural SDP formulation for simultaneous Max-Cut was shown to have an integrality gap of \( 1/2 + \epsilon_k \) in Bhangale et al. [BKS15]. In achieving the better approximation guarantee, we use a stronger Sum-of-Squares hierarchy SDP relaxation and a rounding algorithm based on Raghavendra-Tan [RT12], in addition to techniques from [BKS15].
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CP19
Approximating Cycles in Directed Graphs

The girth of a graph is a fundamental graph parameter. Unfortunately, all known algorithms for computing, even approximately, the girth and girth-related structures in directed weighted \( m \)-edge and \( n \)-node graphs require \( \Omega(mn^{1-\omega},mn) \) time (for \( 2 \leq \omega < 2.373 \)). In this paper, we drastically improve these runtimes as follows: 

- Multiplicative Approximations in Nearly Linear Time: We give an algorithm that in \( O(m) \) time computes an \( \tilde{O}(1) \)-multiplicative approximation of the girth as well as an \( \tilde{O}(1) \)-multiplicative roundtrip spanner with \( \tilde{O}(n) \) edges with high probability
- Nearly Tight Additive Approximations: For unweighted graphs and any \( \alpha \in (0,1) \) we give an algorithm that in \( O(mn^{1-\alpha}) \) time computes an \( O(n^{\alpha}) \)-additive approximation of the girth, w.h.p. We show that the runtime of our algorithm cannot be significantly improved without a breakthrough in combinatorial boolean matrix multiplication. If the girth is \( O(n^{\alpha}) \), then the algorithm is deterministic. Our main technical contribution to achieve these results is the first nearly linear time algorithm for computing roundtrip covers, a directed graph decomposition concept key to previous roundtrip spanner constructions. Previously it was not known how to compute these significantly faster than \( \Omega(mn) \) time. Given the traditional difficulty in efficiently processing directed graphs, we hope our techniques may find further applications.
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CP19
Hypergraph \( k \)-Cut in Randomized Polynomial Time

In the hypergraph \( k \)-cut problem, the input is a hypergraph, and the goal is to find a smallest subset of hyperedges whose removal ensures that the remaining hypergraph has at least \( k \) connected components. This problem is known to be at least as hard as the densest \( k \)-subgraph problem when \( k \) is part of the input (Chekuri-Li, 2015). We present a randomized polynomial time algorithm to solve the hypergraph \( k \)-cut problem for constant \( k \). Our algorithm solves the more general hedge \( k \)-cut problem when the subgraph induced by every edge has a constant number of connected components. In the hedge \( k \)-cut problem, the input is a hedgegraph specified by a vertex set and a disjoint set of hedges, where each edge is a subset of edges defined over the vertices. The goal is to find a smallest subset of hedges whose removal ensures that the number of connected components in the remaining underlying (multi-)graph is at least \( k \). Our algorithm is based on random contractions akin to Karger’s min cut algorithm. Our main technical contribution is a distribution over the hedges (hyperedges) so that random contraction of hedges (hyperedges) chosen from the distribution succeeds in returning an optimum solution with large probability.
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CP19
A Near-Linear Approximation Scheme for Multicuts of Embedded Graphs with a Fixed Number of
**Terminals**

For an undirected edge-weighted graph $G$ and a set $R$ of pairs of vertices called pairs of terminals, a multicuts is a set of edges such that removing these edges from $G$ disconnects each pair in $R$. We provide an algorithm computing a $(1 + \varepsilon)$-approximation of the minimum multicuts of a graph $G$ in time $(g + t)(O(g + t))^{1 + O(\varepsilon)} \cdot n \log n$, where $g$ is the genus of $G$ and $t$ is the number of terminals. This is tight in several aspects, as the minimum multicuts problem is both APX-hard and $W[1]$-hard (parameterized by the number of terminals), even on planar graphs (equivalently, when $g = 0$). Our result, in the field of fixed-parameter approximation algorithms, mostly relies on concepts borrowed from computational topology of graphs on surfaces.
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**CP20**

**Optimal Dynamic Strings**

In this paper, we study the fundamental problem of maintaining a dynamic collection of strings under the following operations:

- **make_string** — add a string of constant length,
- **concat** — concatenate two strings,
- **split** — split a string into two at a given position,
- **compare** — find the lexicographical order (less, equal, greater) between two strings,
- **LCP** — calculate the longest common prefix of two strings.

We develop a generic framework for dynamizing the recompression method recently introduced by Jeż [J. ACM, 2016]. It allows us to present an efficient data structure for the above problem, where an update requires only $O((\log n)^2)$ worst-case time with high probability, with $n$ being the total length of all strings in the collection, and a query takes constant worst-case time. On the lower bound side, we prove that even if the only possible query is checking equality of two strings, either updates or queries must take amortized $\Omega((\log n)^2)$ time; hence our implementation is optimal.
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**CP20**

**Lempel-Ziv: A ”One-Bit Catastrophe” But Not a Tragedy**

The so-called “one-bit catastrophe” for the compression algorithm LZ78 asks whether the compression ratio of an infinite word can change when a single bit is added in front of it. We answer positively this open question raised by Lutz and others: we show that there exists an infinite word $w$ such that $\rho_{up}(w') = 0$ but $\rho_{up}(0w) > 0$, where $\rho_{up}$ and $\rho_{us}$ are respectively the lim sup and the lim inf of the compression ratios $\rho$ of the prefixes. To that purpose we explore the behaviour of LZ78 on finite words and show the following results:

- There is a constant $C > 0$ such that, for any finite word $w$ and any letter $a$, $\rho_{up}(aw) \leq C \sqrt{\rho(w) \log |w|}$.
- Thus, sufficiently compressible words $\rho(w) = o(1/\log |w|)$ remain compressible with a letter in front;
- The previous result is tight up to a multiplicative constant for any compression ratio $\rho(w) = O(1/\log |w|)$.

In particular, there are infinitely many words $w$ satisfying $\rho(w) = O(1/\log |w|)$ but $\rho(0w) = \Omega(1)$.
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**CP20**

**Optimal-Time Text Indexing in BWT-runs Bounded Space**

Indexing highly repetitive texts has become an important problem since the turn of the millennium. A relevant compressibility measure for repetitive texts is $r$, the number of runs in their Burrows-Wheeler Transform (BWT). One of the earliest indexes for repetitive collections, the RunLength FM-index, used $O(r)$ space and was able to efficiently count the number of occurrences of a pattern in the text. However, it was unable to locate the positions of those occurrences efficiently within a space bounded in terms of $r$. Since then, a number of other indexes with space bounded by other measures of repetitiveness — the number of phrases in the Lempel-Ziv parse, the size of the smallest grammar generating the text, the size of the smallest automaton recognizing the text factors — have been proposed for efficiently locating, but not directly counting, the occurrences of a pattern. In this paper we close this long-standing problem, showing how to extend the RunLength FM-index so that it can locate the occurrences efficiently within $O(r)$ space (in logarithmic time each), and reaching optimal time within $O(r \log(n/r))$ space. We also describe a structure using $O(r \log(n/r))$ space that replaces the text and efficiently extracts any text substring, with an $O(\log(n/r))$ additive time penalty over the optimum. Preliminary experiments show that our new struc-
we improve the power of $n$ in both bounds. For the upper bound, we introduce a recursion technique, that provides a test for any power of $n$ larger than $2/5$. For the lower bound, we introduce a new problem called Truestring Equivalence, which is easily reducible to the 2-type Dyck language property testing problem. For this new problem, we show a lower bound of $n$ to the power of $1/5$.
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Computing the Independence Polynomial: from the Tree Threshold Down to the Roots

Abstract not available at time of publication
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CP21
Probabilistic Existence of Large Sets of Designs

A new probabilistic technique for establishing the existence of certain regular combinatorial structures has been recently introduced by Kuperberg, Lovett, and Peled (STOC 2012). Using this technique, it can be shown that under certain conditions, a randomly chosen structure has the required properties of a $t$-$(n,k,\lambda)$ combinatorial design with tiny, yet positive, probability. Herein, we strengthen both the method and the result of Kuperberg, Lovett, and Peled as follows. We modify the random choice and the analysis to show that, under the same conditions, not only does a $t$-$(n,k,\lambda)$ design exist but, in fact, with positive probability there exists a large set of such designs — that is, a partition of the set of $k$-subsets of $[n]$ into $t$-$(n,k,\lambda)$ designs. Specifically, using the probabilistic approach derived herein, we prove that for all sufficiently large $n$, large sets of $t$-$(n,k,\lambda)$ designs exist whenever $k > 9t$ and the necessary divisibility conditions are satisfied. This resolves the existence conjecture for large sets of designs for all $k > 9t$.
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CP21
Stability of the Lanczos Method for Matrix Function Approximation

The ubiquitous Lanczos method can approximate $f(A)x$ for any symmetric matrix $A$, vector $x$, and function $f$. In exact arithmetic, the method’s error after $k$ iterations is bounded by the error of the best degree-$k$ polynomial approximating $f(x)$ on the range $[\lambda_{\min}(A), \lambda_{\max}(A)]$. However, despite decades of work, it has been unclear if this powerful guarantee holds in finite precision. We resolve this problem, proving that when $\max_{x \in [\lambda_{\min}, \lambda_{\max}]} |f(x)| \leq C$, Lanczos essentially matches the exact arithmetic guarantee if computations use roughly $\log(C\|A\|)$ bits of precision. Our proof leverages stability of the Chebyshev recurrence to bound the stability of any polynomial approximating $f$. We further study the special case of $f(A) = A^{-1}$, where exact arithmetic Lanczos matches the best polynomial approximating $f$ at each of $A$’s eigenvalues, rather than on the full range. In seminal work, Greenbaum extends this bound to finite precision: Lanczos matches any polynomial approximating $1/x$ in a tiny range around each eigenvalue. While this bound is stronger than ours, we exhibit matrices with condition number $\kappa$ where exact arithmetic Lanczos converges in $\text{polylog}(\kappa)$ iterations, but Greenbaum’s bound predicts $\Omega(\kappa^{1/5})$. Our analysis raises the question of if less than $\text{poly}(\kappa)$ iterations can be expected in finite precision, even for favorable eigenvalue distributions.
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Localization of Electrical Flows

We show that in any graph, the average length of a flow path in an electrical flow between the endpoints of a random edge is $O(\log^2 n)$. This is a consequence of a more general result which shows that the spectral norm of the entrywise absolute value of the transfer impedance matrix of a graph is $O(\log^2 n)$. This result implies a simple oblivious routing scheme based on electrical flows in the case of transitive graphs.
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Lower Bounds for Approximating the Matching Polytope

We prove that any linear program that approximates the matching polytope on $n$-vertex graphs up to a factor of $(1 + \epsilon)$ for any $\frac{2}{\log n} \leq \epsilon \leq 1$ must have at least $\Theta(n^\alpha)$ inequalities where $0 < \alpha < 1$ is an absolute constant. This is tight as exhibited by the $(1 + \epsilon)$ approximating linear program obtained by dropping the odd set constraints of size larger than $(1 + \epsilon)/\epsilon$ from the description of the matching polytope. Previously, a tight lower bound of $2^{\Omega(n)}$ was only known for $\epsilon = O(\frac{1}{n})$ [Rothvoss, STOC ’14; Braun and Pokutta, IEEE Trans. Information Theory ’15] whereas for $\frac{2}{\log n} \leq \epsilon \leq 1$, the best lower bound was $2^{\Omega(1/\epsilon)}$ [Rothvoss, STOC ’14]. The key new ingredient in our proof is a close connection to the non-negative rank of a lopsided version of the unique disjointness matrix.
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CP22
Thin Graph Classes and Polynomial-Time Approximation Schemes

Baker (1994) devised a powerful technique to obtain approximation schemes for various problems restricted to planar graphs. Her technique can be directly extended to various other graph classes, among the most general ones the graphs avoiding a fixed apex graph as a minor. Further generalizations (e.g., to all proper minor closed graph classes) are known, but they use a combination of techniques and usually focus on somewhat restricted classes of problems. We present a new type of graph decompositions (thin systems of overlays) generalizing Baker’s technique and leading to straightforward polynomial-time approximation schemes. We also show that many graph classes (all proper minor-closed classes, and all subgraph-closed classes with bounded maximum degree and strongly sublinear separators) admit such decompositions.
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CP22
Ramsey Spanning Trees and Their Applications

The metric Ramsey problem asks for the largest subset $S$ of a metric space that can be embedded into an ultrametric (more generally into a Hilbert space) with a given distortion. Mendel and Naor devised the so-called Ramsey Partitions to address this problem, and showed the algorithmic application to approximate distance oracles. We study the natural extension of the metric Ramsey problem to graphs, and introduce the notion of Ramsey Spanning Trees. We ask for the largest subset $S \subseteq V$ of a given graph $G = (V,E)$, such that there exists a spanning tree of $G$ that has small stretch for $S$. Applied iteratively, this provides a small collection of spanning trees, such that each vertex has a tree providing low stretch paths to all other vertices. We use this collection to devise the first compact stateless routing scheme with $O(1)$ routing decision time, and labels which are much shorter than in all previous schemes. We first revisit the metric Ramsey problem, and provide a new deterministic construction. We prove that for every $k$, any $n$-point metric space has a subset $S$ of size at least $n^{1−1/k}$ which embeds into an ultrametric with distortion $8k$, providing the state-of-the-art deterministic construction of distance oracles. Next, we prove that for every $k$, any $n$-vertex graph $G = (V,E)$ has a subset $S$ of size at least $n^{1−1/k}$, and a spanning tree of $G$, that has stretch
Between consecutive occurrences is bounded by a parameter to evenly: the ratio of the longest to shortest interval between them. (2) The occurrences of a symbol on a finite alphabet, with the following properties for each question regarding the existence of infinite sequences over occurring in continuous time, reduces to a combinatorial switch between targets. Optimal defender play, although interrupted, his utility is 0. The defender aims to minimize his utility by switching targets. Optimal defender play, although occurring in continuous time, reduces to a combinatorial question regarding the existence of infinite sequences over a finite alphabet, with the following properties for each symbol i: (1) i constitutes a prescribed fraction p_i of the sequence. (2) The occurrences of i are spread apart close enough: the ratio of the longest to shortest interval between consecutive occurrences is bounded by a parameter K. We call such sequences K-quasi-regular. A 1-quasi-regular sequence ensures defender optimality. However, for K < 2, K-quasi-regular sequences may not exist. Surprisingly, randomized 2-quasi-regular sequences also suffice for defender optimality. We show that such sequences always exist, and can be calculated efficiently. We provide several additional results on the existence of K-quasi regular and approximately optimal sequences.

Applications

A chordless cycle in a graph G is an induced subgraph of G which is a cycle of length at least four. We prove that the Erdős-Pósa property holds for chordless cycles, which resolves the major open question concerning the Erdős-Pósa property. Our proof for chordless cycles is constructive: in polynomial time, one can either find k + 1 vertex-disjoint chordless cycles, or ck^2 log k vertices hitting every chordless cycle for some constant c. It immediately implies an approximation algorithm of factor O(opt log opt) for CHORDAL VERTEX DELETION. We complement our main result by showing that the class of all chordless cycles of length at least ℓ for any fixed ℓ ≥ 5 does not have the Erdős-Pósa property. As a corollary, for a non-negative integral function w defined on the vertex set of a graph G, the minimum value \( \sum_{x \in S} w(x) \) over all vertex sets S where \( G - S \) is a forest is at most \( O(k^2 \log k) \) where k is the maximum number of cycles (not necessarily vertex-disjoint) in G such that each vertex v is used at most w(v) times.
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A Hamiltonian Cycle in the Square of a 2-Connected Graph in Linear Time

Fleischner’s theorem says that the square of every 2-connected graph contains a Hamiltonian cycle. We present a proof resulting in an \( O(|E|) \) algorithm for producing a Hamiltonian cycle in the square \( G^2 \) of a 2-connected graph \( G = (V, E) \). The previous best was \( O(|V|^2) \) by Lau in 1980. More generally, we get an \( O(|E|) \) algorithm for producing a Hamiltonian path between any two prescribed vertices, and we get an \( O(|V|^2) \) algorithm for producing cycles \( C_3, C_4, \ldots, C_{|V|} \) in \( G^2 \) of lengths 3, 4, \ldots, |V|, respectively.
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Sampled Random Colorings of Sparse Random Graphs

Sampling Random Colorings of Sparse Random Graphs
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Graphs

We study the mixing properties of the Glauber dynamics for sampling k-colorings of a random graph $G(n, d/n)$ for constant $d$. The best known rapid mixing results for general graphs are in terms of the maximum degree $\Delta$ of the input graph $G$ and hold when $k > 11\Delta/6$. Improved results hold when $k > \alpha\Delta$ for graphs with girth $\geq 5$ and $\Delta$ sufficiently large where $\alpha = 1.7632 \ldots$; further improvements on the constant $\alpha$ hold with stronger assumptions. For $G(n, d/n)$ the maximum degree is a function of $n$ and the goal is to obtain results in terms of the expected degree $d$. The following rapid mixing results for $G(n, d/n)$ hold with high probability over the instances of $G(n, d/n)$ for large $d$. Mossel and Sly (2009) proved rapid mixing for constant $k$, and Efthymiou (2014) improved this to $k$ linear in $d$. The condition was improved to $k > 3d$ by Yin and Zhang (2016) using non-MCMC methods. Here we prove rapid mixing when $k > \alpha d$ where $\alpha = 1.7632 \ldots$ is the same constant as above. Moreover we obtain $O(n^2)$ mixing time of the Glauber dynamics, while in previous rapid mixing results the exponent was an increasing function in $d$. Our proof analyzes an appropriately defined block dynamics to ‘hide’ high-degree vertices. One new aspect in our improved approach is utilizing so-called local uniformity properties for the analysis of block dynamics.
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CP23

Tight Bounds for Coalescing-Branching Random Walks on Regular Graphs

A Coalescing-Branching Random Walk (COBRA) is a natural extension to the standard random walk on a graph. The process starts with one pebble at an arbitrary node. In each round every pebble splits into $k$ pebbles, which are sent to $k$ random neighbors. At the end of the round all pebbles at the same node coalesce into a single pebble. Besides its mathematical interest, this process is relevant as an information dissemination primitive and a basic model for the spread of epidemics. We study the cover time of COBRA, which is the time until each node has seen at least one pebble. Our main result is a bound of $O(\phi^{-1} \log n)$ rounds with high probability on the cover time of COBRA with $k = 2$, on any regular graph with $n$ nodes and conductance $\phi$. This improves upon all previous bounds for the problem in terms of graph expansion parameters (Dutta et al. 2015, Mitzenmacher et al. 2016, Cooper et al. 2016/17). We also show that for any connected regular graph, the cover time is $O(n \log n)$ with high probability. Both bounds are asymptotically tight. Since our bounds coincide with the worst-case time bounds for push rumor spreading on regular graphs until all nodes are informed, this raises the question whether COBRA and push rumor spreading perform similarly in general. We answer this negatively by separating the cover time of COBRA and the rumor spreading time of push by a super-polynomial factor on a family of tree-like regular graphs.
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Estimating Graph Parameters Via Random Walks with Restarts

In this paper we discuss the problem of estimating graph parameters from a random walk with restarts. An algorithm observes the trajectory of a random walk over an unknown graph $G$, starting from a vertex $x$. The algorithm also sees the degrees along the trajectory. The only other power that the algorithm has is to request that the random walk be reset to its initial state at any given time, based on what it has seen so far. Our main results are as follows. For regular graphs $G$, one can estimate the number of vertices $n_G$ and the $\ell^2$ mixing time of $G$ from $x$ in $O(\sqrt{n_G} \ell^2_G^{1/4})$ steps, where $\ell^2_G$ is the uniform mixing time of the random walk. The algorithm is based on the number of intersections of random walk paths and improves on previous methods which only consider collisions. We also show that the time complexity of our algorithm is optimal (up to log factors) for 3-regular graphs with prescribed mixing times. For general graphs, we adapt the intersections algorithm to compute the number of edges $m_G$ and the $\ell^2$ mixing time from the starting vertex $x$ in
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\(\tilde{O}(\sqrt{m_G} (\ell_{\text{out}})^{3/4})\) steps. Under mild additional assumptions, the number of vertices can also be estimated by this time. We complement these results by showing that if either \(m_G\) or the mixing time is known, the other parameter can be estimated with few steps via a self-stopping algorithm.
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CP23
Comparing Mixing Times on Sparse Random Graphs

It is natural to expect that nonbacktracking random walk will mix faster than simple random walks, but so far this has only been proved in regular graphs. To analyze typical irregular graphs, let \(G\) be a random graph on \(n\) vertices with minimum degree 3 and a degree distribution that has exponential tails. We determine the precise worst-case mixing time for simple random walk on \(G\), and show that, with high probability, it exhibits cutoff at time \(h^{-1} \log n\), where \(h\) is the asymptotic entropy for simple random walk on a Galton–Watson tree that approximates \(G\) locally. (Previously this was only known for typical starting points.) Furthermore, we show this asymptotic mixing time is strictly larger than the mixing time of nonbacktracking walk, via a delicate comparison of entropies on the Galton–Watson tree.
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CP24
The Complexity of Counting Surjective Homomorphisms and Compactions

A homomorphism from a graph \(G\) to a graph \(H\) is a function from the vertices of \(G\) to the vertices of \(H\) that preserves edges. A homomorphism is surjective if it uses all of the vertices of \(H\) and it is a compaction if it uses all of the vertices of \(H\) and all of the non-loop edges of \(H\). Hell and Nesetril gave a complete characterisation of the complexity of deciding whether there is a homomorphism from an input graph \(G\) to a fixed graph \(H\). A complete characterisation is not known for surjective homomorphisms or for compactions, though there are many interesting results. Dyer and Greenhill gave a complete characterisation of the complexity of counting surjective homomorphisms from an input graph \(G\) to a fixed graph \(H\). In this paper, we give a complete characterisation of the complexity of counting surjective homomorphisms from an input graph \(G\) to a fixed graph \(H\) and we also give a complete characterisation of the complexity of counting compactions from an input graph \(G\) to a fixed graph \(H\).
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Resource-Efficient Common Randomness and Secret-Key Schemes

We study common randomness where two parties have access to i.i.d. samples from a known random source, and wish to generate a shared random key using limited (or no) communication with the largest possible probability of agreement. This problem is at the core of secret key generation in cryptography, with connections to communication under uncertainty and locality sensitive hashing. We take the approach of treating correlated sources as a critical resource, and ask whether common randomness can be generated resource-efficiently. We consider two notable sources in this setup arising from correlated bits and correlated Gaussians. We design the first explicit schemes that use only a polynomial number of samples (in the key length) so that the players can generate shared keys that agree with constant probability using optimal communication. The best previously known schemes were both nonconstructive and used an exponential number of samples. In the amortized setting, we characterize the largest achievable ratio of key length to communication in terms of the external and internal information costs, two well-studied...
quantities in theoretical computer science. Our schemes reveal a new connection between common randomness and unbiased error-correcting codes, e.g., dual-BCH codes and their analogues in Euclidean space.
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Dichotomy for Real Holant Problems

Holant problems capture a class of Sum-of-Product computations such as counting matchings. It is inspired by holographic algorithms and is equivalent to tensor networks, with counting CSP being a special case. A classification for Holant problems is more difficult to prove, not only because it logically implies a classification for counting CSP, but also due to the deeper reason that there exist more intricate polynomial time tractable problems in the broader framework. We discover a new family of constraint functions $L$ which define polynomial time computable counting problems. These do not appear in counting CSP, and no newly discovered tractable constraints can be symmetric. It has a delicate support structure related to error-correcting codes. Local holographic transformations are fundamental in its tractability. We prove a complexity dichotomy theorem for all Holant problems defined by any real valued constraint function set on Boolean variables and contains two 0-1 pinning functions. Previously, dichotomy for the same framework was only known for symmetric constraint functions. The set $L$ supplies the last piece of tractability. We also prove a dichotomy for a variant of counting CSP as a technical component toward this Holant dichotomy.
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CP24
The Robust Sensitivity of Boolean Functions

The sensitivity conjecture is one of the central open problems in Boolean complexity. A recent work of Gopalan et al. [CCC 2016] conjectured a robust analog of the sensitivity conjecture, which relates the decay of the Fourier mass of a Boolean function to moments of its sensitivity. We prove the robust sensitivity conjecture in this work with near optimal parameters.
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CP25
Reachability Preservers: New Extremal Bounds and Approximation Algorithms

Say we are given a directed graph $G = (V, E)$ on $n$ nodes, a set of sources $S \subseteq V$ of size $|S| = n^{1/3}$, and a subset $P \subseteq S \times V$ of pairs $(s, t)$ where $s \in S$, of size $O(n^{2/3})$, such that for all pairs $(s, t) \in P$, there is a path from $s$ to $t$. Our goal is to remove as many edges from $G$ as possible while maintaining the reachability of all pairs in $P$. How many edges will we have to keep? In this paper, we make polynomial progress in both the upper and lower bounds for these Reachability Preservers over bounds that were implicit in the literature. We show that in the above scenario, $O(n)$ edges will always be sufficient, and in general one is even guaranteed a subgraph on $O(n + \sqrt{n \cdot |P| \cdot |S|})$ edges that preserves the reachability of all pairs in $P$. We complement this with a lower bound graph construction, establishing that the above result fully characterizes the settings in which we are guaranteed a preserver of size $O(n)$. We also design an efficient algorithm that can always compute a preserver of existentially optimal size. The second contribution of this paper is a new connection between extremal graph sparsification results and classical Steiner Network Design problems. We improve the state of the art approximation algorithms for the most basic Steiner-type problem in directed graphs from the $O(n^{0.6+\epsilon})$ of Chlamtac, Dinitz, Kortsarz, and Laekhanukit (SODA’17) to $O(n^{0.577+\epsilon})$.
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Optimal Vertex Fault Tolerant Spanners (for fixed stretch)

A $k$-spanner of a graph $G$ is a sparse subgraph $H$ whose shortest path distances match those of $G$ up to a multiplicative error $k$. In this paper we study spanners that are resistant to faults. A subgraph $H \subseteq G$ is an $f$ vertex fault tolerant (VFT) $k$-spanner if $H \setminus F$ is a $k$-spanner of $G \setminus F$ for any small set $F$ of $k$ vertices that might “fail.” One of the main questions in the area is: what is the minimum size of an $f$ fault tolerant $k$-spanner that holds for all $n$ node graphs (as a function of $f$, $k$ and $n$)? This question was first studied in the context of geometric graphs [Levcopoulos et al. STOC ´98, Czumaj and Zhao SoCG ´09] and has more recently been considered in general undirected graphs [Chechik et al. STOC ´09, Dinitz and Krauthgamer PODC ´11]. In this paper, we settle the question of the optimal size of a VFT spanner, in the setting where the stretch factor $k$ is fixed. Specifically, we prove that every (undirected, possibly weighted) $n$-node graph $G$ has a $(2k - 1)$-spanner resilient to $f$ vertex faults with $O(f^{1-1/k}n^{1+1/k})$ edges, and this is fully optimal (unless the famous Erdős-Girth Conjecture is false). Our lower bound even generalizes
to imply that no data structure capable of approximating dist_G, ϵ(x, t) similarly can beat the space usage of our spanner in the worst case.
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Approximate Single Source Fault Tolerant Shortest Path

Let G = (V, E) be an n-vertices m-edges directed graph with edge weights in the range [1, W] and L = log(W).
Let s ∈ V be a designated source. In this paper we address several variants of the problem of maintaining the (1 + ϵ)-approximate shortest path from s to each v ∈ V \ {s} in the presence of a failure of an edge or a vertex. We show that G has a subgraph H with O(nL/ϵ) edges such that for any x, v ∈ V, the graph H \ x contains a path whose length is a (1 + ϵ)-approximation of the length of the shortest path from s to v in G \ x. We show that the size of the subgraph H is optimal (up to logarithmic factors) by proving a lower bound of Ω(nL/ϵ) edges. We show that there exists an O(nL/ϵ) size oracle that for any v ∈ V reports a (1 + ϵ)-approximate distance of v from s on a failure of any x ∈ V in O(log log1+1/(W)) time. We show that the size of the oracle is optimal (up to logarithmic factors) by proving a lower bound of Ω(nL/ϵ log n). We also present two distributed algorithms, namely single source routing scheme and single source labeling scheme.
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When Recursion Is Better Than Iteration: A Linear-Time Algorithm for Acyclicity with Few Error Vertices

Planarity, bipartiteness and (directed) acyclicity are basic graph properties with classic linear time recognition algorithms. However, the problems of testing whether a given (di)graph has k vertices whose deletion makes it planar, bipartite or a directed acyclic graph (DAG) are all fundamental NP-complete problems when k is part of the input. While we now know that for any fixed k, we can test in linear time whether a graph is k vertices away from being planar [FOCS 2009, SODA 2014] or bipartite [SODA 2014, SICOMP 2016], the best known algorithms in the case of directed acyclicity are the algorithm of Garey and Tarjan [IPL 78] which runs in time Ω(nk+1m) and the algorithm of Chen, Liu, Lu, O’Sullivan and Razgon [JACM 2008] which runs in time O(k!d/knmm). We settle this question by giving an algorithm that decides whether a given graph is k vertices away from being acyclic, in time O(k!d/k(n+m)). Our algorithm is designed via a general methodology that shaves off a factor of n from some algorithms that use the powerful technique of iterative compression. The two main features of our methodology are: (i) This is the first generic technique for designing linear time algorithms for directed cut-problems and (ii) it can be used in combination with future improvements in algorithms for the compression version of other well-studied cut-problems such as Multicut and Directed Subset Feedback Vertex Set.

Ramanujan M. Sridharan
TU Wien
R.Maadapuzhi-Sridharan@warwick.ac.uk

Daniel Lokshtanov
University of Bergen
daniello@ii.uib.no

Saket Saurabh
IMSc +UiB
saket@imsc.res.in

CP25
Approaching 3/2 for the s-t-path TSP

We show that there is a polynomial-time algorithm with approximation guarantee 3/2 + ϵ for the s-t-path TSP, for any fixed ϵ > 0. It is well known that Wolsey’s analysis of Christofides’ algorithm also works for the s-t-path TSP with its natural LP relaxation except for the narrow cuts (in which the LP solution has value less than two). A fixed optimum tour has either a single edge in a narrow cut (then call the edge and the cut lonely) or at least three (then call the cut busy). Our algorithm ‘guesses’ (by dynamic programming) lonely cuts and edges. Then we partition the instance into smaller instances and strengthen the LP, requiring value at least three for busy cuts. By setting up a k-stage recursive dynamic program, we can compute a spanning tree (V, S) and an LP solution y such that (3/2 + O(2−k))y is in the T-join polyhedron, where T is the set of vertices whose degree in S has the wrong parity.
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Spatial Mixing and Non-Local Markov Chains

We consider spin systems with nearest-neighbor interactions on an n-vertex d-dimensional cube of the integer lattice graph Z^d. We study the effects that the strong spatial mixing condition (SSM) has on the rate of convergence to equilibrium distribution of non-local Markov chains. We prove that SSM implies O(log n) mixing of a block dynamics whose steps can be implemented efficiently. We then develop a comparison methodology that allows us to extend this result to other non-local dynamics. As a first application of our method we prove that, if SSM holds, then the
relaxation time (i.e., the inverse spectral gap) of general block dynamics is \( O(r) \), where \( r \) is the number of blocks. As a second application of our technology we show that SSM implies an \( O(1) \) bound for the relaxation time of the Swendsen-Wang dynamics for the ferromagnetic Ising and Potts models. We also prove that for monotone spin systems SSM implies that the mixing time of systematic scan dynamics is \( O(\log n (\log \log n)^2) \). Our proofs use a variety of techniques for the analysis of Markov chains including coupling, functional analysis and linear algebra.
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CP26  
Testing Ising Models

Given samples from an unknown multivariate distribution \( p \), is it possible to distinguish whether \( p \) is the product of its marginals versus \( p \) being far from every product distribution? Similarly, is it possible to distinguish whether \( p \) equals a given distribution \( q \) versus \( p \) and \( q \) being far from each other? These problems of testing independence and goodness-of-fit have received enormous attention in statistics, information theory, and theoretical computer science, with sample-optimal algorithms known in several interesting regimes of parameters. Unfortunately, it has also been understood that these problems become intractable in large dimensions, necessitating exponential samples. Motivated by the exponential lower bounds for general distributions as well as the ubiquity of Markov Random Fields (MRFs) in the modeling of high-dimensional distributions, we initiate the study of distribution testing on structured multivariate distributions, and in particular the prototypical example of MRFs: the Ising Model. We demonstrate that, in this structured setting, we can avoid the curse of dimensionality, obtaining sample and time efficient testers for independence and goodness-of-fit. Along the way, we develop new tools for bounding the variance of functions of the Ising model, using and improving upon the exchangeable pairs framework developed by Chatterjee. In particular, we prove variance bounds for multi-linear functions of the Ising model in the high-temperature regime.
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Exponentially Slow Mixing in the Mean-Field Swendsen-Wang Dynamics

Swendsen–Wang dynamics for the Potts model was proposed in the late 1980’s as an alternative to single-site heat-bath dynamics, in which global updates allow this MCMC sampler to switch between metastable states and ideally mix faster. Gore and Jerrum (1997) found that this dynamics may in fact exhibit slow mixing: they showed that, for the Potts model with \( q \geq 3 \) colors on the complete graph on \( n \) vertices at the critical point \( \beta_c(q) \), Swendsen–Wang dynamics has \( t_{\text{mix}} \geq \exp(c \sqrt{n}) \). Galanis et al. (2015) showed that \( t_{\text{mix}} \geq \exp(cn^{1/3}) \) throughout the critical window \((\beta_s, \beta_s)\) around \( \beta_c \), and Blanca and Sinclair (2015) established that \( t_{\text{mix}} \geq \exp(c \sqrt{n}) \) in the critical window for corresponding mean-field FK model, which implied the same bound for Swendsen–Wang via known comparison estimates. In both cases, an upper bound of \( t_{\text{mix}} \leq \exp(c'n) \) was known. Here we show that the mixing time is truly exponential in \( n \): namely, \( t_{\text{mix}} \geq \exp(cn) \) for Swendsen–Wang dynamics when \( q \geq 3 \) and \( \beta \in (\beta_s, \beta_s) \), and the same bound holds for the related MCMC samplers for the mean-field FK model when \( q > 2 \).
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The Diameter of Dense Random Regular Graphs

There is a tight upper bound on the order (the number of vertices) of \( d \)-regular graphs of diameter \( D \), known as the Moore bound in graph theory. This bound yields the lower bound \( D_0(n, d) \) of the diameter of \( d \)-regular graphs of order \( n \). Actually, the diameter \( \text{diam}(G_{n,d}) \) of a random \( d \)-regular graph \( G_{n,d} \) of order \( n \) is known to be the same as \( D_0(n, d) \) up to a factor \( 1 + o(1) \) for \( 3 \leq d \leq O(1) \), whereas there exists a gap \( \text{diam}(G_{n,d}) - D_0(n, d) = \Omega(\log \log n) \).

In this paper, we investigate the gap \( \text{diam}(G_{n,d}) - D_0(n, d) \) for \( d = (\beta + o(1))n^\alpha \) where \( \alpha \in (0, 1) \) and \( \beta > 0 \) are any constants. We show that for such a \( d \), \( \text{diam}(G_{n,d}) = [\alpha^{-1}] + 1 \) with high probability. Our result yields that the gap is 1 if \( \alpha^{-1} \) is an integer and \( d \geq n^\alpha \), and is 0 otherwise. The upper bound of \( \text{diam}(G_{n,d}) \) follows from the embedding theorem due to Dudek et al. We obtain the lower bound of \( \text{diam}(G_{n,d}) \) by the careful analysis of the shortest path lengths between fixed vertex pairs.
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Consensus of Interacting Particle Systems on Erdős-Rényi Graphs

Interacting Particle Systems—exemplified by the voter model, iterative majority, and iterative \( k \)-majority processes—have found use in many disciplines including distributed systems, statistical physics, social networks, and Markov chain theory. In these processes, nodes update their ‘opinion’ according to the frequency of opinions amongst their neighbors. We propose a family of models parameterized by an update function that we call Node Dynamics: every node initially has a binary opinion. At each round a node is uniformly chosen and randomly updates its opinion with the probability distribution specified by the value of the update function applied to the frequencies of its
neighbors’ opinions. In this work, we prove that the Node Dynamics converge to consensus in time $\Theta(n \log n)$ in complete graphs and dense Erdős-Rényi random graphs when the update function is from a large family of “majority-like” functions. Our technical contribution is a general framework that upper bounds the consensus time. In contrast to previous work that relies on handcrafted potential functions, our framework systematically constructs a potential function based on the state space structure.
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Separation in Correlation-Robust Monopolist Problem with Budget

We consider a monopolist seller that has $n$ heterogeneous items to sell to a single buyer. The seller’s goal is to maximize her revenue. We study this problem in the correlation-robust framework recently proposed by Carroll [Econometrica 2017]. In this framework, the seller only knows marginal distributions for each separate item but has no information about correlation across different items in the joint distribution. Any mechanism is then evaluated according to its expected profit in the worst-case, over all possible joint distributions with given marginal distributions. Carroll’s main result states that in multi-item monopoly problem with buyer, whose value for a set of items is additive, the optimal correlation-robust mechanism should sell items separately. We use alternative dual Linear Programming formulation for the optimal correlation-robust mechanism design problem. This LP can be used to compute optimal mechanisms in general settings. We give an alternative proof for the additive monopoly problem without constructing worst-case distribution. As a surprising byproduct of our approach we get that separation result continues to hold even when buyer has a budget constraint on her total payment. Namely, the optimal robust mechanism splits the total budget in a fixed way across different items independent of the bids, and then sells each item separately with a respective per item budget constraint.
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On the Competition Complexity of Dynamic Mechanism Design

The Competition Complexity of an auction measures how much competition is needed for the revenue of a simple auction to surpass the optimal revenue. A classic result by Bulow and Klemperer, states that the Competition Complexity of VCG, in the case of $n$ i.i.d. buyers and one item, is $1$. In other words, it is better to invest in recruiting one extra buyer and run VCG than to invest in learning the buyers’ underlying distribution and run the revenue maximizing auction tailored to this distribution. In this paper we study the Competition Complexity of dynamic auctions. Consider the following problem: a monopolist is selling $m$ items in $m$ consecutive stages to $n$ interested buyers. A buyer realizes her value for item $k$ in the beginning of stage $k$. How many additional buyers are necessary and sufficient for VCG at each stage to extract revenue at least that of the optimal dynamic auction? We prove that the Competition Complexity of dynamic auctions is at most $3n$ and at least linear in $n$, even when the buyers’ values are correlated across stages, under a monotone hazard rate assumption on the stage distributions. We also prove results on the number of additional buyers necessary for VCG at every stage to be an $\alpha$-approximation of the optimal revenue. As a corollary we provide the first results on prior-independent dynamic auctions. This is, to the best of our knowledge, the first non-trivial positive guarantees for simple ex-post IR dynamic auctions for correlated stages.
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On the Complexity of Simple and Optimal Deterministic Mechanisms
ministic Mechanisms for An Additive Buyer
We show that the problem of implementing a Revenue-Optimal Deterministic Mechanism Design problem for a single additive buyer is \#P-hard, even when the distributions have support size 2 for each item, and more importantly, even when the optimal solution is guaranteed to be of a very simple kind: the seller picks a price for each individual item and a price for the grand bundle of all the items; the buyer can purchase either the grand bundle at its given price or any subset of items at their total individual prices. The following problems are also \#P-hard, as immediate corollaries of the proof:
1. determining if individual item pricing is optimal for a given instance,
2. determining if grand bundle pricing is optimal, and
3. computing the optimal (deterministic) revenue.

On the positive side, we show that when the distributions are i.i.d. with support size 2, the optimal revenue obtainable by any mechanism, even a randomized one, can be achieved by a simple solution of the above kind (individual item pricing with a discounted price for the grand bundle) and furthermore, it can be computed in polynomial time. The problem can be solved in polynomial time too when the number of items is constant.
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The Menu Complexity of 'One-and-a-Half-Dimensional' Mechanism Design
We study the menu complexity of optimal and approximately-optimal auctions in the context of the ‘FedEx’ problem, a so-called “one-and-a-half-dimensional” setting where a single bidder has both a value and a deadline for receiving an item [Fiat:2016]. The menu complexity [HartN13] of an auction is equal to the number of distinct (allocation, price) pairs that a bidder might receive. We show the following when the bidder has \( n \) possible deadlines:

- Exponential menu complexity is necessary to be exactly optimal: There exist instances where the optimal mechanism has menu complexity \( 2^n - 1 \). This matches exactly the upper bound provided by Fiat et al.’s algorithm, and resolves one of their open questions.
- Fully polynomial menu complexity is necessary and sufficient for approximation: For all instances, there exists a mechanism guaranteeing a multiplicative \((1 - \epsilon)\)-approximation to the optimal revenue with menu complexity \( O(n^{3/2} \cdot \sqrt{\min \{n/\epsilon, \ln(1/\epsilon)\n^{\max} \}}) = O(n^2/\epsilon) \), where \( n^{\max} \) denotes the largest value in the support of integral distributions.
- There exist instances where any mechanism guaranteeing a multiplicative \((1 - O(1/n^2))\)-approximation to the optimal revenue requires menu complexity \( \Omega(n^2) \).

Our main technique is the polygon approximation of concave functions [Rote91], and our results here should be of independent interest.
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Improved Bounds for Testing Forbidden Order Patterns
A sequence \( f: \{1, \ldots, n\} \rightarrow \mathbb{R} \) contains a permutation \( \pi \) of length \( k \) if there exist \( i_1 < \ldots < i_k \) such that, for all \( x, y \), \( f(i_x) < f(i_y) \) if and only if \( \pi(x) < \pi(y) \); otherwise, \( f \) is said to be \( \pi \)-free. In this work, we consider the problem of testing for \( \pi \)-freeness with one-sided error, continuing the investigation of [Newman et al., SODA’17]. We demonstrate a surprising behavior for non-adaptive tests with one-sided error: While a trivial sampling-based approach yields an \( \varepsilon \)-test for \( \pi \)-freeness making \( \Theta(\varepsilon^{-1/k}n^{1-1/k}) \) queries, our lower bounds imply that this is almost optimal for most permutations! Specifically, for most permutations \( \pi \) of length \( k \), any non-adaptive one-sided \( \varepsilon \)-test requires \( \varepsilon^{-1/(k-\Theta(1))}n^{1-1/(k-\Theta(1))} \) queries; furthermore, the permutations that are hardest to test require \( \Theta(\varepsilon^{-1/(k-1)}n^{1-1/(k-1)}) \) queries, which is tight in \( n \) and \( \varepsilon \). Additionally, we show two hierarchical behaviors here. First, for any \( k \) and \( l \leq k - 1 \), there exists some \( \pi \) of length \( k \) that requires \( \Theta_{\varepsilon}(n^{1-1/l}) \) non-adaptive queries. Second, we show an adaptivity hierarchy for \( \pi = (1, 3, 2) \) by proving upper and lower bounds for (one- and two-sided) testing of \( \pi \)-freeness with \( r \) rounds of adaptivity. The results answer open questions of Newman et al. and [Canonne and Gur, CCC’17].

Omri Ben-Eliezer
Tel Aviv University
omrib@mail.tau.ac.il

Clément Canonne
Columbia University
ccanonne@cs.columbia.edu

CP28
A \( o(d) \) · polylog \( n \) Monotonicity Tester for Boolean Functions over the Hypergrid \( [n]^d \)
We study monotonicity testing of Boolean functions over the hypergrid \([n]^d\) and design a non-adaptive tester with \( 1 \)-sided error whose query complexity is \( O(d^{5/6} \cdot \text{polylog } n) \). Previous to our work, the best known testers had query complexity linear in \( d \) but independent of \( n \). We improve upon these testers as long as \( n = 2^{o(d)} \). To obtain our results, we work with what we call the augmented hypergrid, which adds extra edges to the hypergrid. Our main technical contribution is a Margulis-style isoperimetric result for the augmented hypergrid, and our tester (like previous testers for the hypercube domain) performs directed random walks on this structure.
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The query complexity and running time of the algorithm are \( O \left( \frac{n \log(1/\epsilon)}{\epsilon m} + \frac{m}{\epsilon} \cdot \left( \frac{1}{\epsilon} \right)^{O(\log(1/\epsilon))} \right) \) where \( n \) denotes the number of vertices and \( m \) denotes the number of edges. In terms of the dependence on \( n \) and \( m \) this bound is optimal up to poly-logarithmic factors. We leave it as an open question whether the dependence on \( 1/\epsilon \) can be improved from quasi-polynomial to polynomial. Our techniques include an efficient local simulation for approximating the outcome of a global (almost) forest-decomposition algorithm as well as a tailored procedure of edge sampling.

**CP28**

**Tolerant Junta Testing and the Connection to Submodular Optimization and Function Isomorphism**

A function \( f : \{0,1\}^n \rightarrow \{0,1\} \) is a \( k \)-junta if it depends on at most \( k \) of its variables. We consider the problem of tolerant testing of \( k \)-juntas, where the testing algorithm must accept any function that is \( \epsilon \)-close to some \( k \)-junta and reject any function that is \( \epsilon' \)-far from every \( k' \)-junta for some \( \epsilon' = O(\epsilon) \) and \( k' = O(k) \). Our first result is an algorithm that solves this problem with query complexity polynomial in \( k \) and \( 1/\epsilon \). This result is obtained via a new polynomial-time approximation algorithm for submodular function minimization under large cardinality constraints, which holds even when only given an approximate oracle access to the function. Our second result considers the case where \( k' = k \). We show how to obtain a smooth tradeoff between the amount of tolerance and the query complexity in this setting. Specifically, we design an algorithm that given \( \rho \in (0,1/2) \) accepts any function that is \( \epsilon \rho/8 \)-close to some \( k \)-junta and rejects any function that is \( \epsilon \)-far from every \( k \)-junta. The query complexity of the algorithm is \( O \left( \frac{k \log k}{\epsilon \rho (1-\rho)^2} \right) \). Finally, we show how to apply the second result to the problem of tolerant isomorphism testing between two unknown Boolean functions \( f \) and \( g \). We give an algorithm for this problem whose query complexity only depends on the (unknown) smallest \( k \) such that either \( f \) or \( g \) is close to being a \( k \)-junta.
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**CP28**

**Testing Bounded Arboricity**

In this paper we consider the problem of testing whether a graph has bounded arboricity. Graphs with bounded arboricity have been studied extensively in the past, in particular since for many problems they allow for much more efficient algorithms and/or better approximation ratios. We present a tolerant tester in the sparse-graphs model. The sparse-graphs model allows access to degree queries and neighbor queries, and the distance is defined with respect to the actual number of edges. More specifically, our algorithm distinguishes between graphs that are \( \epsilon \)-close to having arboricity \( \alpha \) and graphs that \( c \cdot \epsilon \)-far from having arboricity \( 3\alpha \), where \( c \) is an absolute small constant. The query complexity and running time of the algorithm are \( O \left( \frac{n \log(1/\epsilon)}{\epsilon m} + \frac{m}{\epsilon} \cdot \left( \frac{1}{\epsilon} \right)^{O(\log(1/\epsilon))} \right) \) where \( n \) denotes the number of vertices and \( m \) denotes the number of edges. In terms of the dependence on \( n \) and \( m \) this bound is optimal up to poly-logarithmic factors. We leave it as an open question whether the dependence on \( 1/\epsilon \) can be improved from quasi-polynomial to polynomial. Our techniques include an efficient local simulation for approximating the outcome of a global (almost) forest-decomposition algorithm as well as a tailored procedure of edge sampling.
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**CP28**

**Cache-Oblivious and Data-Oblivious Sorting and Applications**

Although external-memory sorting has been a classical algorithms abstraction and has been heavily studied in the literature, perhaps somewhat surprisingly, when data-obliviousness is a requirement, even very rudimentary questions remain open. Prior to our work, it is not even known how to construct a comparison-based, external-memory oblivious sorting algorithm that is optimal in IO-cost. We make a significant step forward in our understanding of external-memory, oblivious sorting algorithms. Not only do we construct a comparison-based, external-memory oblivious sorting algorithm that is optimal in IO-cost, our algorithm is also cache-agnostic in that the algorithm need not know the storage hierarchy’s internal parameters such as the cache and cache-line sizes. Our result immediately implies a cache-agnostic ORAM construction whose asymptotic IO-cost matches the best known cache-aware scheme. Last but not the least, we propose and adopt a new and stronger security notion for external-memory, oblivious algorithms and argue that this new notion is desirable for resisting possible cache-timing attacks. Thus our work also lays a foundation for the study of oblivious algorithms in the cache-agnostic model.
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**CP29**

**Tight Analysis of Parallel Randomized Greedy Mis**

We provide a tight analysis which settles the round complexity of the well-studied parallel randomized greedy MIS algorithm, thus answering the main open question of Blelloch, Fineman, and Shun [SPAA’12]. The parallel/distributed randomized greedy Maximal Independent Set (MIS) algorithm works as follows. An order of the
vertices is chosen uniformly at random. Then, in each round, all vertices that appear before their neighbors in the order are added to the independent set and removed from the graph along with their neighbors. The main question of interest is the number of rounds it takes until the graph is empty. This algorithm has been studied since 1987, initiated by Coppersmith, Raghavan, and Tompa [FOCS’87], and the previously best known bounds were $O(\log n)$ rounds in expectation for Erdős-Rényi random graphs by Calkin and Frieze [Random Struct. & Alg. ’90] and $O(\log^2 n)$ rounds with high probability for general graphs by Bliekelch, Fineman, and Shun [SPAA’12]. We prove a high probability upper bound of $O(\log n)$ on the round complexity of this algorithm in general graphs, and that this bound is tight. This also shows that parallel randomized greedy MIS is as fast as the celebrated algorithm of Luby [STOC’85, JALG’86].
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CP29
Space-Optimal Majority in Population Protocols

Population protocols are a model of distributed computing, in which $n$ agents with limited local state interact randomly, and cooperate to collectively compute global predicates. Majority is a central task, in which agents need to collectively reach a decision as to which one of two states $A$ or $B$ had a higher initial count. Two important complexity metrics are the time that a protocol requires to stabilize to an output decision, and the state space size that each agent requires. It is known that majority requires $O(\log \log n)$ states per agent to allow for poly-logarithmic time stabilization, and that $O(\log^2 n)$ states are sufficient. Thus, there is an exponential gap between the upper and lower bounds. We provide a new lower bound of $\Omega(\log \log n)$ states for any protocol which stabilizes in $O(n^{1-c})$ time, for any $c > 0$. This result is conditional on basic monotonicity and output assumptions, satisfied by all known protocols. Technically, it represents a significant departure from previous lower bounds. We give an algorithm for majority which uses $O(\log n)$ states, and stabilizes in $O(\log^2 n)$ time. Central to the algorithm is a new leaderless phase clock, which allows nodes to synchronize in phases of $\Theta(n \log n)$ consecutive interactions using $O(\log n)$ states per node. We also employ our phase clock to build a leader election algorithm with $O(\log n)$ states, which stabilizes in $O(\log^2 n)$ time.

Rati Gelashvili
MIT
gelash@cs.toronto.edu

Dan Alistarh
ETH Zurich
dan.alistarh@inf.ethz.ch

James Aspnes
Yale
james.aspnes@yale.edu

CP29
Derandomized Concentration Bounds for Polynomials, and Hypergraph Maximal Independent Set

A parallel algorithm for maximal independent set (MIS) in hypergraphs has been a long-standing algorithmic challenge, dating back nearly 30 years to a survey of Karp & Ramachandran (1990). Despite its apparent simplicity, there have been no general sub-polynomial-time algorithms or hardness reductions. The best randomized parallel algorithm for hypergraphs of fixed rank $r$ was developed by Beame & Luby (1990) and Kelsen (1992), running in time roughly $(\log n)^r$. The key probabilistic tool of this algorithm is a concentration bound for low-degree polynomials applied to independent input variables; this is a natural generalization of concentration bounds for sums of independent random variables, which are ubiquitous in combinatorics and computer science. The algorithm of Kelsen cannot be derandomized in a standard way, and there are no deterministic parallel algorithms for hypergraph MIS known for any fixed rank $r > 3$. We improve the randomized algorithm of Kelsen to obtain a running time of $(\log n)^{2^r}$. We also give a method for derandomizing concentration bounds for polynomials, thus obtaining a deterministic algorithm running in $(\log n)^{2^{r+2}}$ time and $(mn)^{O(1)}$ processors. Our analysis can also apply when $r$ is slowly growing; using this in conjunction with a strategy of Bercea et al. (2015) gives a deterministic MIS algorithm running in time $\exp(O(\frac{\log m \log \log m}{\log \log \log m} + \log \log n)$.
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CP29
Community Detection on Euclidean Random Graphs

We study Community Detection (CD) on a class of sparse spatial random graphs embedded in the Euclidean space. Our graph is the planted-partition version of the random connection model studied in Stochastic Geometry. Each node has two labels - an i.i.d. uniform $\{-1, +1\}$ valued community label and a $\mathbb{R}^d$ valued location label which form the support of a Poisson Point Process of intensity $\lambda$ on $\mathbb{R}^d$. Conditional on the labels, edges are drawn independently at random depending on both the community and location labels of nodes. The CD problem then consists in estimating the partition of nodes into communities better than at random, based on an observation of the random graph and the spatial location labels on nodes. We establish a non-trivial phase-transition for this problem in terms of $\lambda$. We show that for small $\lambda$, there exists no algorithm for CD. For large $\lambda$, we propose an algorithm which solves CD efficiently. In certain special cases, we establish the exact threshold on $\lambda$ which separates the existence of an algorithm which solves CD from the impossibility of such an algorithm. We also establish a distinguishability result which says that one can always efficiently infer the existence of a partition given the graph and the spatial locations even when one cannot identify the partition better than at random. This is a new phenomenon not observed thus far in any Erdős-Rényi based models.
Experimental design is a classical area in statistics. In the combinatorial experimental design problem, the aim is to estimate an unknown \(m\)-dimensional vector \(x\) from linear measurements where a Gaussian noise is introduced in each measurement. The goal is to pick \(k\) out of the given \(n\) experiments so as to make the most accurate estimate of the unknown parameter \(x\). Given a set \(S\) of chosen experiments, the most likelihood estimate \(x'\) can be obtained by a least squares computation. One of the robust measures of error estimation is the \(D\)-optimality criterion which aims to minimize the generalized variance of the estimator. The problem gives rise to two natural variants depending on whether repetitions of experiments is allowed or not. We show a close connection between approximation algorithms for the \(D\)-optimal design problem and constructions of approximately \(m\)-wise positively correlated distributions. This connection allows us to obtain a \(\frac{1}{\epsilon}\)-approximation for the \(D\)-optimal design problem with and without repetitions giving the first constant factor approximation for the problem. We then consider the case when the number of experiments chosen is much larger than the dimension \(m\) and show one can obtain \((1 - \epsilon)\)-approximation if \(k \geq \frac{2m}{\epsilon} + \frac{1}{\epsilon} \log \frac{1}{\epsilon}\) when repetitions are allowed and if \(k = \Theta \left( \frac{m}{\epsilon} + \frac{2}{\epsilon} \log \frac{1}{\epsilon} \right)\) when no repetitions are allowed improving on previous work.

Weijun Xie
Virginia Tech
wxie@vt.edu

Mohit Singh
H. Milton Stewart School of Industrial & Systems Engineering
Georgia Institute of Technology
mohitsinghr@gmail.com

CP29
Approximate Positive Correlated Distributions and Approximation Algorithms for \(D\)-Optimal Design
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CP30
From Battlefields to Elections: Winning Strategies of Blotto and Auditing Games

Mixing strategies are often evaluated based on the expected payoff that they guarantee. This is not always desirable. In this paper, we consider games for which maximizing the expected payoff deviates from the actual goal of the players. To address this issue, we introduce the notion of a \((u, p)\)-maxmin strategy which ensures receiving a minimum utility of \(u\) with probability at least \(p\). We then give approximation algorithms for the problem of finding a \((u, p)\)-maxmin strategy for these games. We consider the classic Colonel Blotto game. Two colonels divide their troops among a set of battlefields. Each battlefield is won by the colonel that puts more troops in it. The payoff of each colonel is the weighted number of battlefields that she wins. The Colonel Blotto game has found applications in the analysis of many different forms of competition: from sports to advertisement, to politics. We show that if we maximize the expected payoff of a player, it does not necessarily maximize the winning probability of that player for certain applications of Colonel Blotto. We give an exact algorithm for a natural variant of the continuous version of this game. More generally, we provide constant and logarithmic approximation algorithms that approximate the optimal strategies of the players in this game when the goal of the players is to win a race rather than maximizing the expected payoff.
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CP30
Nash Social Welfare for Indivisible Items under Separable, Piecewise-Linear Concave Utilities

Recently Cole and Gkatzelis gave the first constant factor approximation algorithm for the problem of allocating indivisible items to agents, under additive valuations, so as to maximize the Nash Social Welfare (NSW). We give constant factor algorithms for a substantial generalization of their problem – to the case of separable, piecewise-linear concave utility functions. We give two such algorithms, the first using market equilibria and the second using the theory of real stable polynomials. Both approaches require new algorithmic ideas.
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CP30
On Simultaneous Two-Player Combinatorial Auctions

We consider the following communication problem: Alice and Bob each have some valuation functions \( v_1(\cdot) \) and \( v_2(\cdot) \) over subsets of \( m \) items, and their goal is to partition the items into \( S, \bar{S} \) in a way that maximizes the welfare, \( v_1(S) + v_2(\bar{S}) \). We study both the allocation problem, which asks for a welfare-maximizing partition and the decision problem, which asks whether or not there exists a partition guaranteeing certain welfare, for binary XOS valuations. For interactive protocols with poly\((m)\) communication, a tight \( 3/4 \)-approximation is known. For interactive protocols, the allocation problem is provably harder than the decision problem: any solution to the allocation problem implies a solution to the decision problem with one additional round and \( \log m \) additional bits of communication via a trivial reduction. Surprisingly, the allocation problem is provably easier for simultaneous protocols. In other words, this trivial reduction from decision to allocation problems provably requires the extra round of communication.

We further discuss the implications of our results for the design of truthful combinatorial auctions in general, and extensions to general XOS valuations. In particular, our protocol for the allocation problem implies a new style of truthful mechanisms.
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CP31
Tight Bounds on the Round Complexity of the Distributed Maximum Coverage Problem

We study the distributed maximum coverage problem in which the input sets \( S_1, \ldots, S_m \) over universe \([n]\) are partitioned across \( p \) machines and the goal is to find \( k \) sets whose union covers the most number of elements. The computation proceeds in rounds. In each round, all machines simultaneously send a message to a central coordinator who then communicates back to the machines a summary to guide the computation for the next round. At the end, the coordinator outputs the answer. The main measures of efficiency in this setting are the approximation ratio of the returned solution, the communication cost of each machine, and the number of rounds of computation.
Our main result is an asymptotically tight bound on the tradeoff between these measures for the maximum coverage problem. We show that any \( r \)-round protocol for this problem either incurs a communication cost of \( k \cdot m \Omega(1/r) \) or only achieves an approximation factor of \( k^{1+1/r} \). We then complement our lower bound by showing that there exist an \( r \)-round protocol that achieves an \( \frac{1}{r-1} \)-approximation with a communication cost of \( k \cdot m \Omega(1/r) \) as well as an \( r \)-round protocol that achieves a \( k^{O(1/r)} \)-approximation with only \( O(n) \) communication per machine. We further use our results in this setting to obtain new bounds for the maximum coverage problem in other main models of computation for massive datasets such as dynamic streams and the MapReduce model.
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CP31
Conflict-Free Coloring of Intersection Graphs of Geometric Objects

In FOCS’2002, Even et al. introduced the notion of conflict-free (CF) colorings of geometrically defined hypergraphs. They motivated it by frequency assignment problems in cellular networks. This notion has been extensively studied since then. A CF coloring of a graph is a coloring of its vertices such that the neighborhood (pointed or closed) of each vertex contains a vertex whose color differs from the colors of all other vertices in that neighborhood. In this paper we study CF colorings of intersection graphs of geometric objects. We show that any intersection graph of \( n \) pseudo-discs in the plane admits a CF coloring with \( O(\log n) \) colors, with respect to both closed and pointed neighborhoods, and that the latter bound is asymptotically sharp. Using our methods, we obtain a strengthening of the two main results of Even et al.: Any family \( F \) of \( n \) discs in the plane can be colored with \( O(\log n) \) colors in such a way that for any disc \( B \) in the plane, the set of discs in \( F \) that intersect \( B \) contains a uniquely-colored element. Moreover, such a coloring can be computed deterministically in polynomial time. In view of the motivation to study such colorings, this suggests further applications to frequency assignment in wireless networks. Finally, we present bounds on the number of colors needed for CF colorings of other classes of intersection graphs, including intersection graphs of axis-parallel rectangles and of \( \rho \)-fat objects in the plane.
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CP31
Kirchhoff Index As a Measure of Edge Centrality in Weighted Networks: Nearly Linear Time Algorithms

We propose to use the well-known Kirchhoff index as the measure of edge centrality in weighted networks, called \( \theta \)-Kirchhoff edge centrality. The Kirchhoff index of a network is defined as the sum of effective resistances over all vertex pairs. The centrality of an edge \( e \) is reflected in the increase of Kirchhoff index of the network when the edge \( e \) is partially deactivated, characterized by a parameter \( \theta \). We define two equivalent measures for \( \theta \)-Kirchhoff edge centrality. Both are global metrics and have a better discriminative power than commonly used measures, based on local or partial structural information of networks. Despite the strong advantages of Kirchhoff index as a centrality measure, computing the exact value of Kirchhoff edge centrality for each edge in a graph is computationally demanding. To solve this problem, for each of the \( \theta \)-Kirchhoff edge centrality metrics, we present an efficient algorithm to compute its \( \epsilon \)-approximation for all the \( m \) edges in nearly linear time in \( m \). The proposed \( \theta \)-Kirchhoff edge centrality is the first global metric of edge importance that can be provably approximated in nearly-linear time. Moreover, according to the \( \theta \)-Kirchhoff edge centrality, we present a \( \theta \)-Kirchhoff vertex centrality measure, as well as a fast algorithm to compute \( \epsilon \)-approximate Kirchhoff vertex centrality for all the \( n \) vertices in nearly linear time in \( m \).
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CP31
Lower Bounds for Symbolic Computation on Graphs: Strongly Connected Components, Liveness, Safety, and Diameter

A model of computation that is widely used in the formal analysis of reactive systems is symbolic algorithms. In this model the access to the input graph is restricted to symbolic operations, which are expensive in comparison to the standard RAM operations. We give lower bounds on the number of symbolic operations for basic graph problems such as the computation of the strongly connected components (SCCs) and of the approximate diameter as well as for fundamental problems in model checking such as safety, liveness, and co-liveness. Our lower bounds are linear in the number of vertices of the graph, even for constant-diameter graphs. For none of these problems lower bounds on the number of symbolic operations were known before. The lower bounds show an interesting separation of these problems from the reachability problem, which can be solved with \( O(D) \) symbolic operations, where \( D \) is the diameter of the graph. Additionally we present an approximation algorithm for the diameter problem which requires \( O(n\sqrt{D}) \) symbolic steps to achieve a \((1 + \epsilon)\)-approximation for any constant \( \epsilon > 0 \). This compares to \( O(n \cdot D) \) symbolic steps for the (naive) exact algorithm and \( O(D) \) symbolic steps for a 2-approximation. Finally we also give a refined analysis of the SCC algorithm of [Gentilini et al. 2008], showing that it uses an optimal number of symbolic steps that is proportional to the sum of the diameters of the SCCs.
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Algorithms Based on *-Algebras, and Their Applications to Isomorphism of Polynomials with One Secret, Group Isomorphism, and Polynomial Identity Testing

We consider two basic algorithmic problems concerning (skew-)symmetric matrix tuples. The first problem asks to decide, given two tuples of (skew-)symmetric matrices \((B_1, \ldots, B_m)\) and \((C_1, \ldots, C_m)\), whether there exists an invertible matrix \(A\) such that for every \(i \in \{1, \ldots, m\}\), \(A^T B_i A = C_i\). We show that this problem can be solved in randomized polynomial time over finite fields of odd size, the real field, and the complex field. The second problem asks to decide, given a tuple of square matrices \((B_1, \ldots, B_m)\), whether there exist invertible matrices \(A\) and \(D\), such that for every \(i \in \{1, \ldots, m\}\), \(ABD\) is (skew-)symmetric. We show that this problem can be solved in deterministic polynomial time over fields of characteristic not 2. For both problems we exploit the structure of the underlying *-algebras (algebras with an involutive anti-automorphism). Applications of our results range from multivariate cryptography, group isomorphism, to polynomial identity testing: (1) Test isomorphism of quadratic forms with one secret over a finite field of odd size. (2) Test isomorphism of p-groups of class 2 and exponent \(p\) (\(p\) odd) with order \(p^k\) in time polynomial in the group order, when the commutator subgroup is of order \(p\). Deterministically reveal two families of singularity witnesses for the symbolic determinant identity testing problem.
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CP32
Optimal Streaming and Tracking Distinct Elements with High Probability

The distinct elements problem is one of the fundamental problems in streaming algorithms — given a stream of integers in the range \(\{1, \ldots, n\}\), we wish to provide a \((1 + \varepsilon)\) approximation of the number of distinct elements in the input. After a long line of research optimal solution for this problem with constant probability of success, using \(O(\frac{1}{\varepsilon^2} + \log n)\) bits of space, was given by Kane, Nelson, and Woodruﬀ in 2010. The standard approach used in order to achieve low failure probability \(\delta\), is to take a median of \(O(\frac{1}{\sqrt{\varepsilon}})\) parallel repetitions of the original algorithm. We show that such a multiplicative space blow-up is unnecessary: we provide an optimal algorithm using \(O(\frac{\log \delta + \log n}{\varepsilon^2} + \log n)\) bits of space — matching known lower bounds for this problem. That is, the log \(\frac{1}{\varepsilon^2}\) factor does not multiply the \(\log n\) term. This settles completely the space complexity of the distinct elements problem with respect to all standard parameters. We consider also strong tracking (or continuous monitoring) variant of the distinct elements problem, where we want an algorithm which provides an approximation of the number of distinct elements seen so far, at all times of the stream. We show that this variant can be solved using \(O(\log \log \frac{n}{\varepsilon} + \frac{1}{\varepsilon} + \log n)\) bits of space, which we show to be optimal.
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Efficient \(\tilde{O}(n/\varepsilon)\) Spectral Sketches for the Laplacian and Its Pseudoinverse

In this paper we consider the problem of efficiently computing \(\varepsilon\)-sketches for the Laplacian and its pseudoinverse. For a given matrix \(A\) and an error tolerance \(\varepsilon\), we seek to construct a function \(f\) such that for any vector \(x\) (chosen obliviously from \(f\)), with high probability \((1 - \varepsilon)x^TAx \leq f(x) \leq (1 + \varepsilon)x^TAx\). Our goal is to construct such a sketch \(f\) efficiently and to store it in the least space possible.

We provide nearly-linear time algorithms that, when given a Laplacian matrix \(L \in \mathbb{R}^{n \times n}\) and an error tolerance \(\varepsilon\), produces \(O(n/\varepsilon)\)-size sketches of both \(L\) and its pseudoinverse’s quadratic form, where the \(\tilde{O}\) notation hides polylogarithmic factors in \(n\) and \(\varepsilon\). Our algorithms improve upon the previous best sketch size of \(O(n/\varepsilon^6)\) for sketching Laplacians by Andoni et al [ITCS 2016] and the previous best sketch size of \(O(n/\varepsilon^2)\) for sketching Laplacian pseudoinverses by Batson, Spielman, and Srivastava [STOC 2009]. Furthermore, we show how to compute all-pairs effective resistances from our \(O(n/\varepsilon)\)-size sketch in \(O(n^2/\varepsilon)\) time. This improves upon the previous best running time of \(\tilde{O}(n^2/\varepsilon^2)\) by Spielman and Teng, [STOC 2004].
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CP32
A Nearly Instance Optimal Algorithm for Top-K Ranking under the Multinomial Logit Model

We study the active learning problem of top-\(k\) ranking from multi-wise comparisons under the popular multinomial logit model. Our goal is to identify the top-\(k\) items with high probability by adaptively querying sets for comparisons and observing the noisy output of the most preferred item from each comparison. To achieve this goal, we design a new active ranking algorithm without using any information about the underlying items’ preference scores. We also establish a matching lower bound on the sample complexity even when the set of preference scores is given to the algorithm. These two results together show that the proposed algorithm is nearly instance optimal (similar to instance optimal [Ronald Fagin, Amnon Lotem, and Moni Naor, Optimal aggregation algorithms for middleware, J. Comput. Syst. Sci., 66(4):614-656, 2003], but up to polylog factors). Our work extends the existing literature on rank aggregation in three directions. First, instead of studying a static problem with fixed data, we investigate the top-\(k\) ranking problem in an active learning setting. Second, we show our algorithm is nearly instance optimal, which is a much stronger theoretical guarantee. Finally, we extend the pairwise comparison to the multi-wise comparison, which has not been fully explored in ranking literature.
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Estimating Graph Parameters from Random Order Streams

We develop a new algorithmic technique that allows to transfer some constant time approximation algorithms for general graphs into random order streaming algorithms. We illustrate our technique by proving that in random order streams with probability at least 2/3, 

- the number of connected components of $G$ can be approximated up to an additive error of $\varepsilon n$ using $(\frac{1}{\varepsilon})^{O(1/\varepsilon)}$ space,
- the weight of a minimum spanning tree of an input graph with integer edge weights from $\{1, \ldots, W\}$ can be approximated within a multiplicative factor of $1 + \varepsilon$ using $(\frac{1}{\varepsilon})^{O(W^{3/\varepsilon})}$ space,
- the size of a maximum independent set in planar graphs can be approximated within a multiplicative factor of $1 + \varepsilon$ using space $2^{(1/\varepsilon)(1/\varepsilon)\log O(1/\varepsilon)}$.
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CP33
Envy-Free Chore Division for An Arbitrary Number of Agents

Chore division, introduced by Gardner in 1970s, is the problem of fairly dividing a chore among $n$ different agents. In particular, in an envy-free chore division, we would like to divide a negatively valued heterogeneous object among a number of agents who have different valuations for different parts of the object, such that no agent envies another agent. It is the dual variant of the celebrated cake cutting problem, in which we would like to divide a desirable object among agents. In this paper, we provide the first discrete and bounded envy-free protocol for chore division for an arbitrary number of agents. We produce major and powerful tools for designing protocols for the fair division of negatively valued objects. These tools are based on structural results and important observations. In general, we believe these structures and techniques may be useful not only in chore division but also in other fairness problems.
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CP33
Almost Envy-Freeness with General Valuations

The goal of fair division is to distribute resources among competing players in a “fair” way. Envy-freeness is the most extensively studied fairness notion in fair division. Envy-free allocations do not always exist with indivisible goods, motivating the study of relaxed versions of envy-freeness. We study the envy-freeness up to any good (EFX) property, which states that no player prefers the bundle of another player following the removal of any single good, and prove the first general results about this property. We use the leximin solution to show existence of EFX allocations in several contexts, sometimes in conjunction with Pareto optimality. For two players with valuations obeying a mild assumption, one of these results provides stronger guarantees than the currently deployed algorithm on Spliddit, a popular fair division website. Unfortunately, finding the leximin solution can require exponential time. We show that this is necessary by proving an exponential lower bound on the number of value queries needed to identify an EFX allocation, even for two players with identical valuations. We consider both additive and more general valuations, and our work suggests that there is a rich landscape of problems to explore in the fair division of indivisible goods.
The University of Hong Kong
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The Value of Information Concealment

We consider a revenue optimizing seller selling a single item to a buyer, on whose private value the seller has a noisy signal. We show that, when the signal is kept private, arbitrarily more revenue could potentially be extracted than if the signal is leaked or revealed. We then show that, if the seller is not allowed to make payments to the buyer, the gap between the two is bounded by a multiplicative factor of 3, subject to fairly mild conditions on the joint distribution of the value and signal. Our examples show that both conditions are necessary for a constant bound to hold. We connect this scenario to multi-bidder single-item auctions where bidders’ values are correlated. Results similar to the above are shown for the gap between the revenue of a Bayesian incentive compatible, ex post individually rational auction and that of a dominant strategy incentive compatible auction.
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goods with different classes of player valuations.
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CP33
The Price of Information in Combinatorial Optimization

Consider a network design application where we wish to lay down a minimum-cost spanning tree in a given graph; however, we only have stochastic information about the edge costs. To learn the precise cost of any edge, we have to conduct a study that incurs a price. Our goal is to find a spanning tree while minimizing the disutility, which is the sum of the tree cost and the total price that we spend on the studies. Situations such as the above often arise in practice when we wish to find a good solution to an optimization problem, but we start with only some partial knowledge about the input parameters. The missing information can be found only after paying a probing price, which we call the price of information. What strategy should we adopt to optimize our utility/disutility? A classical example of the above setting is Weitzman’s “Pandora’s box’ problem where we are given probability distributions on values of n independent random variables. The goal is to choose a single variable with a large value, but we find the actual outcomes only after paying a price. Our work is a generalization of this model to other combinatorial optimization problems such as matching, set cover, facility location, and prize-collecting Steiner tree. We give a technique that reduces such problems to their non-price counterparts, and use it to design exact/approximation algorithms to optimize our utility/disutility.
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CP33
The Value of Information Concealment

We consider a revenue optimizing seller selling a single item to a buyer, on whose private value the seller has a noisy signal. We show that, when the signal is kept private, arbitrarily more revenue could potentially be extracted than if the signal is leaked or revealed. We then show that, if the seller is not allowed to make payments to the buyer, the gap between the two is bounded by a multiplicative factor of 3, subject to fairly mild conditions on the joint distribution of the value and signal. Our examples show that both conditions are necessary for a constant bound to hold. We connect this scenario to multi-bidder single-item auctions where bidders’ values are correlated. Results similar to the above are shown for the gap between the revenue of a Bayesian incentive compatible, ex post individually rational auction and that of a dominant strategy incentive compatible auction.
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CP33
Targeting and Signaling in Ad Auctions

Modern ad auctions allow advertisers to target more specific segments of the user population. Unfortunately, this is not always in the best interest of the ad platform – partially hiding some information could improve the platform’s revenue. In this paper, we examine how to optimally reveal information about the ad opportunity to the advertisers in order to maximize revenue in a second-price ad auction. We consider a model in which bidders’ valuations depend on a random state of the ad opportunity drawn from an extremely large support, and focus on developing algorithms whose running time is independent of the number of ad opportunity realizations. When the auctioneer is restricted to send a public signal to all bidders, we study a well-motivated Bayesian valuation setting in which the auctioneer and bidders both have private information, and present two results: (1) an exponential lower bound on the minimum number of signals required in any constant-approximate signaling scheme; (2) a “simple” signaling scheme that serves as a constant approximation under mild assumptions. We also initiate an exploration on the power of being able to send private signals to different bidders. In a basic setting where the auctioneer knows bidders’ valuations, we exhibit a polynomial-time private scheme that extracts almost full surplus even in the worst Bayes Nash equilibrium. This illustrates the surprising power of private signaling schemes in extracting revenue.
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CP34
The Complexity of Distributed Edge Coloring with Small Palettes

The complexity of distributed edge coloring depends heavily on the palette size as a function of the maximum degree \( \Delta \). In this paper we explore the complexity of edge coloring in the LOCAL model in different palette size regimes.

- We simplify the round elimination technique of Brandt et al. and prove that \((2 \Delta - 2)\)-edge coloring requires \(O(\log \Delta \log n)\) time w.h.p. and \(\Omega(\log \Delta)\) time deterministically, even on trees.
- We give a randomized edge coloring algorithm using palette sizes as small as \(\Delta + \mathcal{O}(\sqrt{\Delta})\), which is a natural barrier for randomized approaches. The running time of the algorithm is at most \(O(\log \Delta \cdot T_{LLL})\), where \(T_{LLL}\) is the complexity of a permissive version of the constructive Lovasz local lemma.
- We develop a new distributed Lovasz local lemma algorithm for tree-structured dependency graphs, which leads to a \((1 + \epsilon)\Delta\)-edge coloring algorithm for trees running in \(O(\log \log n)\) time.
A natural approach to computing \((\Delta + 1)\)-edge colorings (Vizing’s theorem) is to extend partial colorings by re-coloring parts of the graph. We prove that this approach may be viable, but in the worst case requires recoloring subgraphs of diameter \(\Omega(\Delta \log n)\). This is in contrast to distributed algorithms for Brooks’ theorem, which exploit the existence of \(O(\log \Delta n)\)-length augmenting paths.
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CP34
Labeling Schemes for Nearest Common Ancestors Through Minor-Universal Trees

A labeling scheme for nearest common ancestors assigns a distinct binary string, called the label, to every node of a tree. Given the labels of two nodes (and no further information about the topology of the tree), we can compute the label of their nearest common ancestor. The goal is to make the labels short. Alstrup, Gavoille, Kaplan, and Rauhe [Theor. Comput. Syst. 37(3):441-456 2004] showed that \(O(\log n)\)-bit labels are enough. More recently, Alstrup, Halvorsen, and Larsen [SODA 2014] refined this to only \(2.772 \log n\), and provided a lower bound of \(1.008 \log n\).

We connect the question of designing such a scheme to the existence of a tree, called a minor-universal tree, that contains every tree on \(n\) nodes as a topological minor. Even though it is not clear if a labeling scheme must be based on such a notion, we argue that all existing schemes can be reformulated as such. We show that this notion allows us to easily obtain good bounds on the length of the labels. As the main upper bound, we show that \(2.318 \log n\)-bit labels are enough. On the lower bound side, we show that any minor-universal tree for trees on \(n\) nodes must contain \(\Omega(n^{2.174})\) nodes. We complement the existential results with a generic transformation that allows us, for any labeling scheme for nearest common ancestors based on a minor-universal tree, to decrease the query time to constant, while increasing the length of the labels by lower order terms.
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CP34
Mst in \(O(1)\) Rounds of Congested Clique

We present a distributed randomized algorithm finding Minimum Spanning Tree (MST) of a given graph in \(O(1)\) rounds, with high probability, in the congested clique model. The input graph in the congested clique model is a graph of \(n\) nodes, where each node initially knows only its incident edges. The communication graph is a clique with limited edge bandwidth: each two nodes (not necessarily neighbours in the input graph) can exchange \(O(\log n)\) bits. As in previous works, the key part of the MST algorithm is an efficient Connected Components (CC) algorithm. However, unlike the former approaches, we do not aim at simulating the standard Boruvka’s algorithm, at least at initial stages of the CC algorithm. Instead, we develop a new technique which combines connected components of sample sparse subgraphs of the input graph in order to accelerate the process of uncovering connected components of the original input graph. Our result addresses a problem proposed by Lotker et al. [SPAA 2003; SICOMP 2005] and improves over previous \(O(\log^* n)\) algorithm of Ghaffari et al. [PODC 2016], and \(O(\log \log \log n)\) algorithm of Hegeman et al. [PODC 2015]. It also determines \(\Theta(1)\) round complexity in the congested clique for MST, as well as other graph problems, including bipartiteness, cut verification, \(s\)-\(t\) connectivity, and cycle containment.
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CP34
Fast Space Optimal Leader Election in Population Protocols

The model of population protocols refers to the growing in popularity theoretical framework suitable for studying pairwise interactions within a large collection of simple indistinguishable entities, frequently called agents. In this paper the emphasis is on the space complexity in fast leader election via population protocols governed by the random scheduler, which uniformly at random selects pairwise interactions from the population of \(n\) agents. The main result of this paper is a new fast and space optimal leader election protocol. The new protocol operates in parallel time \(O(\log^2 n)\) equivalent to \(O(n \log^2 n)\) sequential pairwise interactions, in which each agent utilises \(O(\log \log n)\) states. This double logarithmic space utilisation matches asymptotically the existing lower bound \(\frac{1}{2} \log \log n\) on the number of states utilised by agents in any leader election algorithm with the running time \(o(\frac{n}{\log n})\). Our solution takes advantage of the concept of phase clocks, a fundamental synchronisation and coordination tool in Distributed Computing. We propose a new fast and robust
population protocol for initialisation of phase clocks to be run simultaneously in multiple modes and intertwined with the leader election process. We also provide the reader with the relevant formal argumentation indicating that our solution is always correct and fast with high probability.
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CP34
Ergodic Effects in Token Circulation

We consider a dynamical process in a network which distributes all particles (tokens) located at a node among its neighbors, in a round-robin manner. We show that in the recurrent state of this dynamics (i.e., disregarding a polynomially-long initialization phase of the system), the number of particles located on a given edge, averaged over an interval of time, is tightly concentrated around the average particle density in the system. Formally, for a system of $k$ particles in a graph of $m$ edges, during any interval of length $T$, this time-averaged value is $k/m ± O(1/T)$, whenever $gcd(m,k) = O(1)$ (and so, e.g., whenever $m$ is a prime number). To achieve these bounds, we link the behavior of the studied dynamics to ergodic properties of traversals based on Eulerian circuits on a symmetric directed graph. Our results are proved through sum set methods. As a corollary, we obtain bounds on the idleness of the studied dynamics, i.e., on the longest possible time between two consecutive appearances of a token on an edge, taken over all edges. Minimizing idleness is fundamental to the study of the patrolling problem in networks. Our results immediately imply a bound of $O(m/k)$ on the idleness of the studied process, showing that it is a distributed $O(1)$-competitive solution to the patrolling task, for all of the covered cases. Our work provides further insights which may be interesting in load-balancing applications.
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CP35
Non Interactive Simulation of Correlated Distributions Is Decidable

A basic problem in information theory is the following: Let $P \propto (X,Y)$ be an arbitrary distribution where the marginals $X$ and $Y$ are (potentially) correlated. Let Alice and Bob be two players where Alice gets samples $\{x_i\}_{i \geq 1}$ and Bob gets samples $\{y_i\}_{i \geq 1}$ and for all $i$, $(x_i, y_i) \sim P$. What joint distributions $Q$ can be simulated by Alice and Bob without any interaction? Classical works in information theory by Gács-Körner and Wyner answer this question when at least one of $P$ or $Q$ is the distribution $Eq$. We extend their result to $Q$ supported on $\{0,1\} \times \{0,1\}$. We rely on recent results in Gaussian geometry (by the authors) as well as a new smoothing argument inspired by the method of Boosting from learning theory and potential function arguments from complexity theory and additive combinatorics.
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CP35
Which Distribution Distances Are Sublinearly Testable?

Given samples from an unknown distribution $p$ and a description of a distribution $q$, are $p$ and $q$ close or far? This question of “identity testing” has received significant attention in the case of testing whether $p$ and $q$ are equal or far in total variation distance. However, in recent work, the following questions have been critical to solving problems at the frontiers of distribution testing: -Alternative Distances: Can we test whether $p$ and $q$ are far in other distances? -Robustness: Can we test when $p$ and $q$ are close, rather than equal? And if so, close in which distances? Motivated by these questions, we characterize the complexity of distribution testing under a variety of distances, including $L_1$, $L_2$, Hellinger, KL, and $\chi^2$. For each pair of distances $d_1$ and $d_2$, we study the complexity of testing if $p$ and $q$ are close in $d_1$ versus far in $d_2$, with a focus on identifying which problems allow strongly sublinear testers. We provide matching upper and lower bounds for each case. We also study these questions in the case where we only have samples from $q$, showing qualitative differences from identity testing in terms of when robustness can be achieved. Our algorithms fall into the classical paradigm of chi-squared statistics, but require crucial changes to handle the challenges introduced by each distance we consider. Finally, we survey other recent results in an attempt to serve as a reference for the complexity of various distribution testing problems.
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CP35
Robustly Learning a Gaussian: Getting Optimal Error, Efficiently

We study the fundamental problem of learning the parameters of a high-dimensional Gaussian in the presence of noise - where an $\epsilon$-fraction of our samples were chosen by an adversary. We give robust estimators that achieve estimation error $\tilde{O}(\epsilon)$ in the total variation distance, which is optimal up to a universal constant that is independent of the dimension. In the case where the mean is unknown, our robustness guarantee is optimal up to a factor of $\sqrt{2}$ and the running time is polynomial in $d$ and $1/\epsilon$. When both
the mean and covariance are unknown, the running time is polynomial in \(d\) and quasipolynomial in \(1/\epsilon\). Moreover all of our algorithms require only a polynomial number of samples. Our work shows that the same sorts of error guarantees that were established over fifty years ago in the one-dimensional setting can also be achieved by efficient algorithms in high-dimensional settings.
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CP35  
Cycles in Adversarial Regularized Learning

Regularized learning is a fundamental technique in online optimization, machine learning and many other fields of computer science. A natural question that arises in these settings is how regularized learning algorithms behave when faced against each other. We study a natural formulation of this problem by coupling regularized learning dynamics in zero-sum games. We show that the system’s behavior is Poincaré recurrent, implying that almost every trajectory revisits any (arbitrarily small) neighborhood of its starting point infinitely often. This cycling behavior is robust to the agents’ choice of regularization mechanism (each agent could be using a different regularizer), to positive-affine transformations of the agents’ utilities, and it also persists in the case of networked competition, i.e., for zero-sum polymatrix games.
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CP36  
Improved Coresets for Kernel Density Estimates

We study the construction of coresets for kernel density estimates. That is we show how to approximate the kernel density estimate described by a large point set with another kernel density estimate with a much smaller point set. For characteristic kernels (including Gaussian and Laplace kernels), our approximation preserves the \(L_\infty\) error between kernel density estimates within error \(\epsilon\), with coreset size \(2/\epsilon^2\), but no other aspects of the data, including the dimension, the diameter of the point set, or the bandwidth of the kernel common to other approximations. When the dimension is unrestricted, we show this bound is tight for these kernels as well as a much broader set. This work provides a careful analysis of the iterative Frank-Wolfe algorithm adapted to this context, an algorithm called kernel herding. This analysis unites a broad line of work that spans statistics, machine learning, and geometry. When the dimension \(d\) is constant, we demonstrate much tighter bounds on the size of the coreset specifically for Gaussian kernels, showing that it is bounded by the size of the coreset for axis-aligned rectangles. Currently the best known constructive bound is \(O\left(\frac{d}{\epsilon^2}\right)\), and non-constructively, this can be improved by \(\sqrt{\log \frac{1}{\epsilon}}\). This improves the best constant dimension bounds polynomially for \(d \geq 3\).
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CP36  
Covering a Tree with Rooted Subtrees – Parameterized and Approximation Algorithms

We consider the multiple traveling salesman problem on a weighted tree. In this problem there are \(m\) salesmen located at the root initially. Each of them will visit a subset of vertices and return to the root. The goal is to assign a tour to every salesman such that every vertex is visited and longest tour among all salesmen is minimized. The problem is equivalent to the subtree cover problem, in which we cover a tree with rooted subtrees such that the weight of the maximum weighted subtree is minimized. The classical machine scheduling problem can be viewed as a special case of our problem when the given tree is a star. We provide approximation and parameterized algorithms for this problem. We first present a PTAS (Polynomial Time Approximation Scheme). We then observe that, the problem remains NP-hard even if tree height and edge weight are constant, and present an FPT algorithm for this problem parameterized by the largest tour length. To achieve the FPT algorithm, we show a more general result. We prove that, integer linear programming that has a tree-fold structure is in FPT, which extends the FPT result for the n-fold integer programming by Hemmecke, Onn and Romanchuk (Math. Programming, 2013).
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CP36  
Fully Polynomial Fpt Algorithms for Some Classes of Bounded Clique-Width Graphs

Recently, hardness results for problems in P were achieved using reasonable complexity theoretic assumptions such as the Strong Exponential Time Hypothesis. According to these assumptions, many graph theoretic problems do not admit truly subquadratic algorithms. A central technique used to tackle the difficulty of the above mentioned prob-
lems is fixed-parameter algorithms with polynomial dependency in the fixed parameter (P-FPT). Applying this technique to clique-width, an important graph parameter, remained to be done. In this paper we study several graph theoretic problems for which hardness results exist such as cycle problems, distance problems and maximum matching. We give hardness results and P-FPT algorithms, using clique-width and some of its upper-bounds as parameters. We believe that our most important result is an $\mathcal{O}(k^4 \cdot n \cdot m)$-time algorithm for computing a maximum matching where $k$ is either the modular-width or the $P_k$-sparseness. The latter generalizes many algorithms that have been introduced so far for specific subclasses such as cographs. Our algorithms are based on preprocessing methods using modular decomposition and split decomposition. Thus they can also be generalized to some graph classes with unbounded clique-width.

David Coudert
Université Côte d’Azur, Inria, CNRS, I3S, France
david.coudert@inria.fr

Guillaume Ducoffe
ICI National Institute for Research and Development in Informatics
guillaume.ducoffe@ici.ro

David Coudert
Université Côte d’Azur, Inria, CNRS, I3S, France
david.coudert@inria.fr

Alexandru Popa
ICI National Institute for Research and Development in Informatics, Romania
alexandru.popa@ici.ro

CP36
Parameterized Algorithms for Survivable Network Design with Uniform Demands

In the Survivable Network Design Problem (SNDP), the input is an edge-weighted (di)graph $G$ and an integer $r_{uv}$ for every pair of vertices $u, v \in V(G)$. The objective is to construct a subgraph $H$ of minimum weight which contains $r_{uv}$ edge-disjoint (or node-disjoint) $u-v$ paths. An important restriction of this problem is one where the connectivity demands are the same for every pair of vertices. In this paper, we first consider the edge-connectivity version of this problem which we call $\lambda$-EDGE CONNECTED SUBGRAPH ($\lambda$-ECS). In this problem, the input is a $\lambda$-edge connected (di)graph $G$ and an integer $k$ and the objective is to check whether $G$ contains a spanning subgraph $H$ that is also $\lambda$-edge connected and $H$ excludes at least $k$ edges of $G$. If we replace $\lambda$-edge connectivity with $\lambda$-vertex connectivity we get the $\lambda$-VERETX CONNECTED SUBGRAPH ($\lambda$-VCS) problem. We show that $\lambda$-ECS is fixed-parameter tractable (FPT) for both graphs and digraphs even if the (di)graph has non-negative real weights on the edges and the objective is to exclude from $H$, some edges of $G$ whose total weight exceeds a prescribed value. We also show that $\lambda$-VCS is FPT on digraphs; however the problem on undirected graphs remains open.
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CP36
An Fpt Algorithm Beating 2-Approximation for K-Cut

In the k-cut problem, we are given an edge-weighted graph $G$ and an integer $k$, and have to remove a set of edges with minimum total weight so that $G$ has at least $k$ connected components. Prior work on this problem gives, for all $h \in [2, k]$, a $(2 - h/k)$-approximation algorithm for $k$-cut that runs in time $n^{O(h)}$. Hence to get a $(2 - \epsilon)$-approximation algorithm for some absolute constant $\epsilon$, the best runtime using prior techniques is $n^{O(k\epsilon)}$. Moreover, it was recently shown that getting a $(2 - \epsilon)$-approximation for general $k$ is NP-hard, assuming the Small Set Expansion Hypothesis. If we use the size of the cut as the parameter, an FPT algorithm to find the exact $k$-cut is known, but solving the $k$-cut problem exactly is $W[1]$-hard if we parameterize only by the natural parameter of $k$. An immediate question is: can we approximate $k$-cut better in FPT-time, using $k$ as the parameter? We answer this question positively. We show that for some absolute constant $\epsilon > 0$, there exists a $(2 - \epsilon)$-approximation algorithm that runs in time $2^{O(k\epsilon)} \cdot \tilde{O}(n^4)$. This is the first FPT algorithm that is parameterized only by $k$ and strictly improves the 2-approximation.
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CP36
Covering Small Independent Sets and Separators with Applications to Parameterized Algorithms

We present two new combinatorial tools for the design of parameterized algorithms. The first is a simple linear time randomized algorithm that given as input a $d$-degenerate graph $G$ and an integer $k$, outputs an independent set $Y$, such that for every independent set $X$ in $G$ of size at most $k$, the probability that $X$ is a subset of $Y$ is at least $\binom{(d+1)k}{k}^{-1}$. The second is a new (deterministic) polynomial time graph sparsification procedure that given a graph $G$, a set $T = \{s_1, t_1\}, \{s_2, t_2\}, \ldots, \{s_t, t_t\}$ of terminal pairs and an integer $k$, returns an induced subgraph $G'$ of $G$ that maintains all the inclusion minimal multicuts of $G$ of size at most $k$, and does not contain any $(k+2)$-vertex connected set of size $2^{O(k)}$. In particular, $G'$
excludes a clique of size $2^{O(k)}$ as a topological minor. Put together, our new tools yield new randomized fixed parameter tractable (FPT) algorithms for Stable $s$-$t$ Separator, Stable Odd Cycle Transversal and Stable Multicut on general graphs, and for Stable Directed Feedback Vertex Set on $d$-degenerate graphs, resolving two problems left open by Marx et al. [ACM Transactions on Algorithms, 2013]. All of our algorithms can be derandomized at the cost of a small overhead in the running time.
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