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IP1

Geometry of Polynomials and Applications to Op-
timization and Counting

I will discuss the fruitful paradigm of encoding discrete
phenomena in complex multivariate polynomials, and un-
derstanding them via the interplay of the coefficients, zeros,
and function values of these polynomials. For example, the
states of a hard-core lattice gas model, the forests or match-
ings in a graph, and the bases of a matroid can all be viewed
in these terms. Over the last decade, this perspective has
led to several breakthroughs in computer science, and an
unexpected bridge between distant scientific areas includ-
ing combinatorics, probability, and statistical physics has
been built. In this talk, I will discuss several classes of
these polynomials and their applications to the traveling
salesperson problem, and to the analysis of Markov chains.

Shayan Oveis Gharan
University of Washington
shayan@cs.washington.edu

IP2

Property Testing and Regularity Methods

The goal of property testing is to be able to quickly distin-
guish between objects that satisfy a property from those
that are far from satisfying that property. Very general
results in different settings based on regularity methods al-
low one to give randomized algorithms that run using a
”constant” number of queries (independent of the object
size). However, due to the use of regularity methods, these
general results are impractical, with the number of queries
having a tower-type (or worse) dependence on the farness
parameter. This talk is on recent progress toward practi-
cal algorithms in the graph, arithmetic, and permutation
settings.

Jacob Fox
Stanford University
jacobfox@stanford.edu

IP3

Imitation Games

One of Alan Turing’s most influential papers is his 1950
Computing machinery and intelligence, in which he intro-
duces the famous ”Turing test” for probing the nature of
intelligence by evaluating the abilities of machines to be-
have as humans. In this test, which he calls the Imitation
Game, a (human) referee has to distinguish between two
(remote and separate) entities, a human and a computer,
only by observing answers to a sequence of arbitrary ques-
tions to each entity. The set-up of an imitation game is
extremely versatile and powerful, and variations of it have
been used throughout the theory of computation and dis-
crete mathematics to (re)define and understand basic no-
tions, leading to new theories and applications. I will sur-
vey several such imitation games, central to cryptography,
pseudorandomness, additive combinatorics and differential
privacy.

Avi Wigderson
Institute for Advanced Studies

avi@ias.edu

IP4

Approximately Optimal Mechanism Design and
Item Pricing

The quintessential problem in economic mechanism design
is to allocate a set of items or resources to agents with het-
erogeneous preferences with the goal of optimizing the eco-
nomic efficiency of the allocation, or the seller’s revenue,
etc. Optimal mechanisms in these settings can be very
complicated and computationally intractable. A rich liter-
ature has emerged in the last few years around the theme
of simple approximations. Surprisingly many of these ap-
proximation results employ the same simple mechanism –
item pricing – where every item receives a (distinct) price
and buyers can purchase sets of their choice at the sum of
the constituent prices. In this talk I will describe some of
these approximation results and the rich set of algorithmic
techniques they employ.

Shuchi Chawla
UT-Austin
shuchi@cs.utexas.edu

CP1

Learning-Augmented Weighted Paging

We consider a natural semi-online model for weighted pag-
ing, where at any time the algorithm is given predic-
tions, possibly with errors, about the next arrival of each
page. The model is inspired by Beladys classic optimal
offline algorithm for unweighted paging, and extends the
recently studied model for learning-augmented paging to
the weighted setting. For the case of perfect predictions,
we provide an �-competitive deterministic and an O(log �)-
competitive randomized algorithm, where � is the number
of distinct weight classes. Both these bounds are tight, and
imply an O(log W) and O(log log W) competitive ratio,
respectively, when the page weights lie between 1 and W.
Previously, it was not known how to use these predictions
in the weighted setting and only bounds of k and O(log k)
were known, where k is the cache size. Our results also gen-
eralize to the interleaved paging setting and to the case of
imperfect predictions, with the competitive ratios degrad-
ing smoothly from O(�) and O(log �) to O(k) and O(log k),
respectively, as the prediction error increases. Our results
are based on several insights on structural properties of
Beladys algorithm and the sequence of page arrival predic-
tions, and novel potential functions that incorporate these
predictions. For the case of unweighted paging, the results
imply a very simple potential function based proof of the
optimality of Beladys algorithm, which may be of indepen-
dent interest.

Nikhil Bansal
University of Michigan
bansaln@umich.edu

Christian Coester
Tel Aviv University
christian.coester@gmail.com

Ravi Kumar
Google Inc.
ravi.k53@gmail.com

Manish Purohit
Google
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mpurohit@google.com

Erik Vee
Google
Mountain View, CA
erikvee@google.com

CP1

Online Nash Social Welfare Maximization with
Predictions

We consider the problem of allocating a set of divisible
goods to N agents in an online manner, aiming to max-
imize the Nash social welfare, a widely studied objective
which provides a balance between fairness and efficiency.
The goods arrive in a sequence of T periods and the value
of each agent for a good is adversarially chosen when the
good arrives. We first observe that no online algorithm can
achieve a competitive ratio better than the trivial O(N),
unless it is given additional information about the agents’
values. We then consider a setting where for each agent,
the algorithm is only given a prediction of her monopolist
utility, i.e., her utility if all goods were given to her alone
(corresponding to the sum of her values over the T periods).
Our main result is an online algorithm whose competitive
ratio is parameterized by the multiplicative errors in these
predictions. The algorithm achieves a competitive ratio of
min{O(logN), log T )} if the predictions are perfectly accu-
rate. Moreover, the competitive ratio degrades smoothly
with the errors in the predictions, and is surprisingly ro-
bust: the logarithmic competitive ratio holds even if the
predictions are very inaccurate. We complement this posi-
tive result by showing that our bounds are essentially tight:
no online algorithm, even if provided with perfect predic-
tions, can achieve a competitive ratio of O(log1−� N) or
O(log1−� T ) for any � > 0.

Billy Jin, Siddhartha Banerjee
Cornell University
bzj3@cornell.edu, sbanerjee@cornell.edu

Vasilis Gkatzelis
Drexel University, Computer Science department
gkatz@drexel.edu

Artur Gorokh
Facebook
arturgorokh@fb.com

CP1

Robust Load Balancing with Machine Learned Ad-
vice

Motivated by the exploding growth of web-based services
and the importance of efficiently managing the computa-
tional resources of such systems, we introduce and study a
theoretical model for load balancing of very large databases
such as commercial search engines. Our model is a more
realistic version of the well-received balls-into-bins model
with an additional constraint that limits the number of
servers that carry each piece of the data. This additional
constraint is necessary when, on one hand, the data is so
large that we can not copy the whole data on each server.
On the other hand, the query response time is so limited
that we can not ignore the fact that the number of queries
for each piece of the data changes over time, and hence
we can not simply split the data over different machines
In this paper, we develop an almost optimal load balanc-

ing algorithm that works given an estimate of the load of
each piece of the data. Our algorithm is almost perfectly
robust to wrong estimates, to the extent that even when
all of the loads are adversarially chosen the performance of
our algorithm is 1− 1/e, which is provably optimal. Along
the way, we develop various techniques for analyzing the
balls-into-bins process under certain correlations and build
a novel connection with the multiplicative weights update
scheme.

Binghui Peng
Tsinghua University
bp2601@columbia.edu

Sara Ahmadian, Hossein Esfandiari
Google Research
sahmadian@google.com, esfandiari@google.com

Vahab Mirrokni
Google Inc.
mirrokni@google.com

CP1

Online Discrepancy with Recourse for Vectors and
Graphs

In the vector-balancing problem we are given T vectors in
[−1, 1]n, and the goal is to find a signing σ(a) ∈ {±1} of
each vector a to minimize the discrepancy �∑a σ(a) ·a�∞.
In this paper we initiate its study in the fully-dynamic
setting with recourse: the algorithm sees a stream of T
insertions and deletions of vectors, and at each time must
maintain a low-discrepancy signing, while also minimiz-
ing the amortized recourse (the number of times any vec-
tor changes its sign) per update. For general vectors, we
show algorithms which almost match Spencer’s O(

√
n) of-

fline discrepancy bound, with O(n · polylog T ) amortized
recourse per update. The crucial idea behind our algo-
rithm is to compute a basic feasible solution to the lin-
ear relaxation in a distributed and recursive manner. We
then give algorithms for low-discrepancy edge orientation,
where we dynamically maintain signings for 2-sparse vec-
tors. Alternatively, this can be seen as orienting a dynamic
set of edges of a graph to minimize the absolute difference
between in- and out-degrees at any vertex. We present
a deterministic algorithm with O(polylog n) discrepancy
and O(polylog n) amortized recourse. The core ideas are
to dynamically maintain an expander-decomposition with
low recourse, and then to show that, as the expanders
change over time, a natural local-search algorithm con-
verges quickly.

Anupam Gupta
Carnegie Mellon University
anupamg@cs.cmu.edu

Vijaykrishna Gurunathan
Stanford University
krishnavijay1999@gmail.com

Ravishankar Krishnaswamy
Microsoft Research India
rakri@microsoft.com

Amit Kumar
IIT Delhi
amitk@cse.iitd.ac.in

Sahil Singla
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Georgia Tech
ssingla@gatech.edu

CP1

Online Graph Algorithms with Predictions

In this paper, we study online graph problems with pre-
dictions. Our contributions are the following: * We give
a novel definition of prediction error for graph problems
called metric error with outliers which captures both inac-
curacies and erroneous omissions/inclusions in the predic-
tion. * We give a general framework for obtaining online
algorithms with predictions that combines, in a “black box’
fashion, existing online and offline algorithms. * Using our
framework, we obtain tight bounds on the competitive ra-
tio of several classical graph problems in terms of metric
error with outliers: Steiner tree, Steiner forest, priority
Steiner tree/forest, and uncapacitated/capacitated facility
location. Both the definition of metric error with outliers
and the general framework for combining offline and on-
line algorithms are not specific to the problems that we
consider in this paper. We hope that these will be useful
for future work on other problems in this domain.

Noam Touitou
Tel Aviv University
noamtwx@gmail.com

Yossi Azar
Tel-Aviv University
azar@tau.ac.il

Debmalya Panigrahi
Duke University
debmalya@cs.duke.edu

CP2

Nested Dissection Meets IPMs: Planar Min-Cost
Flow in Nearly-Linear Time

We present a nearly-linear time algorithm for finding a
minimum-cost flow in planar graphs with polynomially
bounded integer costs and capacities. The previous fastest
algorithm for this problem was based on interior point
methods (IPMs) and worked for general sparse graphs in
O(n1.5poly(log n)) time [Daitch-Spielman, STOC’08]. In-
tuitively, Ω(n1.5) is a natural runtime barrier for IPM
based methods, since they require

√
n iterations, each

routing a possibly-dense electrical flow. To break this
barrier, we develop a new implicit representation for
flows based on generalized nested-dissection [Lipton-Rose-
Tarjan, JSTOR’79] and approximate Schur complements
[Kyng-Sachdeva, FOCS’16]. This implicit representation
permits us to design a data structure to route an electrical
flow with sparse demands in roughly

√
n update time, re-

sulting in a total running time of O(n · poly(log n)). Our
results immediately generalize to all families of separable
graphs.

Sally Dong
University of Washington
sallyqd@uw.edu

Yu Gao
Georgia Institute of Technology
ygao380@gatech.edu

Gramoz Goranci

University of Glasgow
gramoz.goranci@glasgow.ac.uk

Yin Tat Lee
University of Washington
yintat@uw.edu

Richard Peng
Georgia Tech
rpeng@cc.gatech.edu

Sushant Sachdeva
University of Toronto
sachdeva@cs.toronto.edu

Guanghao Ye
University of Washington
ghye@uw.edu

CP2

Improved Strongly Polynomial Algorithms for De-
terministic MDPs, 2VPI Feasibility, and Dis-
counted All-Pairs Shortest Paths

We revisit the problem of finding optimal strategies for
deterministic Markov Decision Processes (DMDPs), and
a closely related problem of testing feasibility of systems
of m linear inequalities on n real variables with at most
two variables per inequality (2VPI). We give a randomized
trade-off algorithm solving both problems and running in
Õ(nmh+(n/h)3) time using Õ(n2/h+m) space for any pa-
rameter h ∈ [1, n]. In particular, using subquadratic space

we get Õ(nm+n3/2m3/4) running time, which improves by
a polynomial factor upon all the known upper bounds for
non-dense instances with m = O(n2−�). Moreover, using

linear space we match the randomized Õ(nm + n3) time
bound of Cohen and Megiddo [SICOMP’94] that required

Θ̃(n2 +m) space. Additionally, we show a new algorithm
for the Discounted All-Pairs Shortest Paths problem, in-
troduced by Madani et al. [TALG’10], that extends the
DMDPs with optional end vertices. For the case of uni-
form discount factors, we give a deterministic algorithm
running in Õ(n3/2m3/4) time, which improves significantly

upon the randomized bound Õ(n2√m) of Madani et al.

Adam Karczmarz
University of Warsaw
a.karczmarz@mimuw.edu.pl

CP2

The Popular Assignment Problem: When Cardi-
nality Is More Important Than Popularity

We consider a matching problem in a bipartite graph
G = (A ∪ B,E) where each node in A is an agent hav-
ing preferences in partial order over her neighbors, while
nodes in B are objects with no preferences. The size of our
matching is more important than node preferences; we are
thus interested in maximum matchings only. Any pair of
maximum matchings in G (equivalently, perfect matchings
or assignments) can be compared by holding a head-to-
head election between them where agents are voters. The
goal is to compute an assignment for which no assignment
is ”more popular”. This is the popular assignment prob-
lem and it generalizes the well-studied popular matching
problem. We show a polynomial-time algorithm that com-
putes a popular assignment if one exists. We also consider
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the problem of finding an almost popular assignment, i.e.,
an assignment with minimum unpopularity margin. We
give an O∗(|E|k) time algorithm for deciding if there exists
an assignment with unpopularity margin at most k. We
prove that this problem is Wl[1]-hard with parameter k, so
our algorithm is essentially optimal. We also consider the
minimum-cost popular assignment problem when there are
edge costs, and show its NP-hardness even when all edge
costs are in {0, 1}. By contrast, we propose a polynomial-
time algorithm for deciding if a popular assignment with a
given set of forced/forbidden edges exists. Our algorithms
are combinatorial and based on LP duality.

Telikepalli Kavitha
Tata Institute of Fundamental Research
Mumbai, India
kavitha@tifr.res.in

Tamás Király
Eotvos Lorand University
Budapest, Hungary
tamas.kiraly@ttk.elte.hu

Jannik Matuschke
Research Center for Operations Management, KU Leuven
Leuven, Belgium
jannik.matuschke@kuleuven.be

Ildikó Schlotter
Centre for Economic and Regional Studies
schlotter.ildiko@krtk.hu

Ulrike Schmidt-Kraepelin
Technische Universitat Berlin
Berlin, Germany
u.schmidt-kraepelin@tu-berlin.de

CP2

A Faster Algorithm for Quickest Transshipments
via an Extended Discrete Newton Method

The Quickest Transshipment Problem is to route flow as
quickly as possible from sources with supplies to sinks with
demands in a network with capacities and transit times on
the arcs. It is of fundamental importance for numerous
applications in areas such as logistics, production, traffic,
evacuation, and finance. More than 25 years ago, Hoppe
and Tardos presented the first (strongly) polynomial-time
algorithm for this problem. Their approach, as well as
subsequently derived algorithms with strongly polynomial
running time, are hardly practical as they rely on para-
metric submodular function minimization via Megiddo’s
method of parametric search. The main contribution of
this paper is a considerably faster algorithm for the Quick-
est Transshipment Problem that instead employs a subtle
extension of the Discrete Newton Method. This improves
the previously best known running time of Õ(m4k14) to

Õ(m2k5 +m3k3 +m3n), where n is the number of nodes,
m the number of arcs, and k the number of sources and
sinks.

Miriam Schloeter
ETH Zurich
miriam.schloeter@ifor.math.ethz.ch

Martin Skutella, Khai Van Tran
TU Berlin

skutella@math.tu-berlin.de, kvtran@math.tu-berlin.de

CP3

Computational Topology in a Collapsing Universe:
Laplacians, Homology, Cohomology

The dth combinatorial Laplacian of a simplicial complex
K is defined as Ld = ∂d+1∂

T
d+1 + ∂T

d ∂d, with the zeroth
Laplacian being the well-studied graph Laplacian. In this
paper, we describe a solver for the linear systems L1x = b,
where L1 is the 1-Laplacian of a simplicial complex K un-
der the following assumptions: dimH1(K) = 0 and K ⊂ X
where X is a collapsible simplicial complex embedded in R3

with a known collapsing sequence. Our algorithm runs in
Õ(n log2(nκ/ε)) time, where n is the total number of ver-
tices, edges, and triangles in X, κ is the largest condition
number of the two parts of the Laplacian, and ε quantifies
the approximation quality. This result is a generalization of
Cohen et al. [SODA 2014]. In addition, we describe faster
algorithms for testing null-homology of (d−1)-cycles, test-
ing null-cohomology of d-cocycles, and computing a (d−1)-
cohomology basis from a given (d− 1)-homology basis in a
d-simplicial complex K provided K ⊂ X for a collapsible
X embedded in Rd+1 with a known collapsing sequence.
For all of the problems above and when d = 2, that is
K ⊂ R3, if the collapsible supercomplex X is not provided,
we can expand K into a convex ball of possibly quadratic
complexity, which is known to be collapsible, resulting in
nearly quadratic time algorithms.

Amir Nayyeri
School of Electrical Eng and Computer Science
Oregon State University
nayyeria@eecs.oregonstate.edu

Mitchell Black, William Maxwell, Eli Winkelman
Oregon State University
blackmit@oregonstate.edu, maxwellw@oregonstate.edu,
winkelme@oregonstate.edu

CP3

Untangling Planar Graphs and Curves by Staying
Positive

Any generic planar closed curve with n crossings can be
turned into a simple closed curve by applying O(n3/2)
homotopy moves without ever increasing the number of
self-crossings; this improves over the O(n2) upper bound
from Steinitz [Ency. Math. Wiss. III 1916], and matches
the best lower bound. We prove the existence of a pos-
itive move that decreases the depth-sum potential at ev-
ery step. Using similar techniques, we show that any 2-
terminal plane graph with n vertices can be reduced to a
single edge between the terminals using O(n3/2) electrical
transformations, consisting of degree-1 reductions, series-
parallel reductions, and ∆Y-transformations; this proves a
conjecture of Feo and Provan that was open for more than
30 years.

Dylan Fridman
Department of Computer Science, Dartmouth College
dylan.fridman.24@dartmouth.edu

Hsien-Chih Chang
Department of Computer Science
Dartmouth College
hsien-chih.chang@dartmouth.edu
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Santiago Aranguri
Department of Mathematics, Stanford University
aranguri@stanford.edu

CP3

Cubic Upper and Lower Bounds for Subtrajectory
Clustering under the Continuous Fréchet Distance

Detecting commuting patterns or migration patterns in
movement data is an important problem in computational
movement analysis. Given a trajectory, or set of trajecto-
ries, this corresponds to clustering similar subtrajectories.
We study subtrajectory clustering under the continuous
and discrete Fréchet distances. The most relevant theo-
retical result is by Buchin et al. (2011). They provide,
in the continuous case, an O(n5) time algorithm and a
3SUM-hardness lower bound, and in the discrete case, an
O(n3) time algorithm. We show, in the continuous case,
an O(n3 log2 n) time algorithm and a 3OV-hardness lower
bound, and in the discrete case, an O(n2 log n) time algo-
rithm and a quadratic lower bound. Our bounds are almost
tight unless SETH fails.

Sampson Wong, Joachim Gudmundsson
University of Sydney
sampson.wong123@gmail.com,
joachim.gudmundsson@gmail.com

CP3

Hopcroft’s Problem, Log-Star Shaving, 2D Frac-
tional Cascading, and Decision Trees

We revisit Hopcroft’s problem and related fundamental
problems about geometric range searching. Given n points
and n lines in the plane, we show how to count the number
of point-line incidence pairs or the number of point-above-
line pairs in O(n4/3) time, which matches the conjectured
lower bound and improves the best previous time bound of

n4/32O(log∗ n) obtained almost 30 years ago by Matousek.
We describe two interesting and different ways to achieve
the result: the first is randomized and uses a new 2D ver-
sion of fractional cascading for arrangements of lines; the
second is deterministic and uses decision trees in a man-
ner inspired by the sorting technique of Fredman (1976).
The second approach extends to any constant dimension.
Many consequences follow from these new ideas: for exam-
ple, we obtain an O(n4/3)-time algorithm for line segment

intersection counting in the plane, O(n4/3)-time random-
ized algorithms for bichromatic closest pair and Euclidean
minimum spanning tree in three or four dimensions, and a
randomized data structure for halfplane range counting in
the plane with O(n4/3) preprocessing time and space and

O(n1/3) query time.

Timothy M. Chan
University of Illinois at Urbana-Champaign
tmc@illinois.edu

Da Wei Zheng
Department of Computer Science
University of Illinois at Urbana Champaign
dwzheng2@illinois.edu

CP4

Engineering Uniform Sampling of Graphs with a

Prescribed Power-Law Degree Sequence

We consider the following common network analysis prob-
lem: given a degree sequence d = (d1, . . . , dn) ∈ Nn return
a uniform sample from the ensemble of all simple graphs
with matching degrees. In practice, the problem is typi-
cally solved using Markov Chain Monte Carlo approaches,
such as Edge-Switching or Curveball, even if no practical
useful rigorous bounds are known on their mixing times. In
contrast, Arman et al. sketch Inc-Powerlaw, a novel and
much more involved algorithm capable of generating graphs
for power-law bounded degree sequences with γ � 2.88 in
expected linear time. For the first time, we give a complete
description of the algorithm and add novel switchings. To
the best of our knowledge, our open-source implementa-
tion of Inc-Powerlaw is the first practical generator with
rigorous uniformity guarantees for the aforementioned de-
gree sequences. In an empirical investigation, we find that
for small average-degrees Inc-Powerlaw is very efficient and
generates graphs with one million nodes in less than a sec-
ond. For larger average-degrees, parallelism can partially
mitigate the increased running-time.

Daniel Allendorf, Ulrich Meyer, Manuel Penschuck, Hung
Tran
Goethe University Frankfurt
dallendorf@ae.cs.uni-frankfurt.de,
umeyer@ae.cs.uni-frankfurt.de,
manuel@ae.cs.uni-frankfurt.de,
htran@ae.cs.uni-frankfurt.de

Nick Wormald
Monash University
nicholas.wormald@monash.edu

CP4

McSparse: Exact Solutions of Sparse Maximum
Cut and Sparse Unconstrained Binary Quadratic
Optimization Problems

While the Maximum Cut Problem and Unconstrained Bi-
nary Quadratic Optimization are of high interest in the sci-
entific community and gain increasing importance, state-
of-the-art solvers for these problems are publicly available,
yet not for sparse instances of larger scale. We present the
novel solver McSparse to fill this gap. It is installed as an
internet service similar to the well-known services Biq Mac
and BiqCrunch. We explain details of the algorithmic in-
novations based on integer linear programming and polyhe-
dral combinatorics leading to the branch-and-cut algorithm
implemented in McSparse. Substantial improvements with
respect to former such approaches are demonstrated and
the sustained performance is compared to those of other
state-of-the-art methods using a broad set of benchmark
instances.

Sven Mallach, Jonas Charfreitag, Petra Mutzel
University of Bonn
smallach@cs.uni-bonn.de, jcharfreitag@cs.uni-bonn.de,
petra.mutzel@cs.uni-bonn.de

Michael Jünger
University of Cologne
juenger-sfb@informatik.uni-koeln.de

CP4

Practical Fully Dynamic Minimum Cut Algorithms

We present a practically efficient algorithm for maintain-
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ing a global minimum cut in large dynamic graphs under
both edge insertions and deletions. While there has been
theoretical work on this problem, our algorithm is the first
implementation of a fully-dynamic algorithm. The algo-
rithm uses the theoretical foundation and combines it with
efficient and finely-tuned implementations to give an algo-
rithm that can maintain the global minimum cut of a graph
with rapid update times. We show that our algorithm gives
up to multiple orders of magnitude speedup compared to
static approaches both on edge insertions and deletions.

Monika Henzinger
University of Vienna, Austria
monika.henzinger@univie.ac.at

Alexander Noe
University of Vienna
alexander.noe@univie.ac.at

Christian Schulz
Heidelberg University, Germany
christian.schulz@informatik.uni-heidelberg.de

CP4

Distance Closures: Unifying Search and Lookup-
Based Shortest Path Speedup Techniques

Most popular speed-up techniques for shortest path queries
in road networks are based either on pruned graph search
or clever lookup schemes and allow for answering of short-
est path distance queries within continent-sized road net-
works in less than a milli- (search-based) or even microsec-
ond (lookup-based) compared to several seconds of a nor-
mal Dijkstra run. While both paradigms previously have
been considered mostly separately, we present a framework
that unifies these seemingly different views on shortest path
computations. Apart from the conceptual novelty, this al-
lows for new and (practically very attractive) space-time
tradeoffs for shortest-path computation. To our knowledge
we are also the first to report on computational results for
the largest connected component of the OpenStreetMap
planet road network with more than half a billion nodes.

Daniel Bahrdt, Stefan Funke, Sokol Makolli,
Claudius Proissl
University of Stuttgart
daniel.bahrdt@fmi.uni-stuttgart.de, stefan.funke@fmi.uni-
stuttgart.de, st116214@stud.uni-stuttgart.de,
claudius.proissl@fmi.uni-stuttgart.de

CP4

Effective Data Reduction for the Vertex Clique
Cover Problem

The vertex clique cover (VCC) problem—the problem of
computing a minimum cardinality set of cliques covering
all vertices of a graph—is a classic NP-hard problem. De-
spite recent advances in parameterized algorithms that
have been used to solve NP-hard problems in practice,
the VCC problem has been almost completely unexplored.
In particular, data reduction rules for the VCC problem,
which transform the input graph to a smaller equivalent
instance, are nearly nonexistent: instead, the complemen-
tary graph coloring problem has received the lion’s share
of attention, and the available rules for that problem are
either theoretical or they do not translate to effective rules
for solving the VCC problem on sparse graphs. In this pa-
per, we introduce a large suite of data reduction rules for
the VCC problem. These rules enable us to solve large,

sparse, real-world graphs significantly faster than the state
of the art. Of the 52 graphs tested, without any additional
techniques, our reduction rules completely solve 14 graphs
with up to 326K vertices in a few milliseconds. Further-
more, applying our rules as a preprocessing step accelerates
the state-of-the-art iterated greedy (IG) approach due to
Chalupa, enabling us to find higher-quality solutions up to
multiple orders of magnitude faster than previously possi-
ble. Furthermore, we integrate our data reductions into the
branch-and-reduce framework, exactly solving instances on
up to millions of vertices.
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CP5

Tight Running Times for Minimum �q-Norm Load
Balancing: Beyond Exponential Dependencies on
1/�

We consider a classical scheduling problem on m identi-
cal machines. For an arbitrary constant q > 1, the aim
is to assign jobs to machines such that

∑m
i=1 C

q
i is min-

imized, where Ci is the total processing time of jobs as-
signed to machine i. It is well known that this problem is
strongly NP-hard. Under mild assumptions, the running
time of an (1 + �)-approximation algorithm for a strongly
NP-hard problem cannot be polynomial on 1/�, unless
P = NP. For most problems in the literature, this trans-
lates into algorithms with running time at least as large as
2Ω(1/ε) +nO(1). For the natural scheduling problem above,
we establish the existence of an algorithm which violates
this threshold. More precisely, we design a PTAS that runs

in 2Õ(
√

1/�)+nO(1) time. This result is in sharp contrast to
the closely related minimum makespan variant, where an
exponential lower bound is known under the exponential
time hypothesis (ETH). We complement our result with
an essentially matching lower bound on the running time,
showing that our algorithm is best-possible under ETH.
The lower bound proof exploits new number-theoretical
constructions for variants of progression-free sets, which
might be of independent interest.
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CP5

On the Hardness of Scheduling with Non-Uniform
Communication Delays

In the problem of scheduling with non-uniform communi-
cation delays, the input is a set of jobs with precedence
constraints. Associated with every precedence constraint
between a pair of jobs is a communication delay, the time
duration the scheduler has to wait between the two jobs if
they are scheduled on different machines. The objective is
to assign the jobs to machines to minimize the makespan
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of the schedule. Despite being a fundamental problem in
theory and a consequential problem in practice, the ap-
proximability of scheduling problems with communication
delays is not very well understood. One of the top ten open
problems in scheduling theory, in the influential list by
Schuurman and Woeginger and its latest update by Bansal,
asks if the problem admits a constant-factor approximation
algorithm. In this paper, we answer this question in the
negative by proving a logarithmic hardness for the problem
under the standard complexity theory assumption that NP-
complete problems do not admit quasi-polynomial-time al-
gorithms. Our hardness result is obtained using a surpris-
ingly simple reduction from a problem that we call Unique
Machine Precedence constraints Scheduling (UMPS). We
believe that this problem is of central importance in un-
derstanding the hardness of many scheduling problems and
we conjecture that it is very hard to approximate. Among
other things, our conjecture implies a logarithmic hardness
of related machine scheduling with precedences.
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CP5

Distortion-Oblivious Algorithms for Minimizing
Flow Time

We consider the classic online problem of scheduling on a
single machine to minimize total flow time. In STOC 2021,
the concept of robustness to distortion in processing times
was introduced: for every distortion factor µ, an O(µ2)-
competitive algorithm ALGµ which handles distortions up
to µ was presented. However, using that result requires
one to know the distortion of the input in advance, which
is impractical. We present the first distortion-oblivious al-
gorithms: algorithms which are competitive for every input
of every distortion, and thus do not require knowledge of
the distortion in advance. Moreover, the competitive ratios
of our algorithms are Õ(µ), which is a quadratic improve-
ment over the algorithm from STOC 2021, and is nearly
optimal (we show a randomized lower bound of Ω(µ) on
competitiveness).
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CP5

Competitive Strategies for Symmetric Rendezvous
on the Line

In the Symmetric Rendezvous Search on the Line with Un-
known Initial Distance, two identical agents are placed on
the real line with their distance, the other’s location, and
their orientation unknown to them. Moving along the line
at unit speed and executing the same randomized search
strategy, the agents’ goal is to meet up as early as possible.
The expected meeting time depends on the unknown ini-
tial distance and orientations. The quality of a randomized
search strategy is thus measured by its competitive ratio,
i.e., the ratio of the expected meeting time and the earliest
possible meeting time. We present a class of successively
refined randomized search strategies with continuously im-
proved competitive ratios. These strategies rely on the
basic idea of performing an infinite sequence of steps of ge-
ometrically increasing size in random directions, always re-
turning to the agent’s initial position before the next step.
Our more refined strategies use two novel ideas. First, re-
membering their past random choices, the agents choose
the direction of the next step in a Markov-chain-like man-
ner. Second, choosing the next few random directions in
advance, each agent may combine consecutive steps in the
same direction into one longer step. We show that this
combination of looking into the past as well as into the
future leads to a substantially improved competitive ratio
of 13.93 compared to the previously best known bound of
24.85 (Ozsoyeller et al. 2013).
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CP6

Directed Tangle Tree-Decompositions and Applica-
tions

The tangle tree-decomposition theorem, proved by Robert-
son and Seymour in their seminal graph minors series,
turns out to be an extremely valuable tool in structural
and algorithmic graph theory. In this paper, we prove
the analogous result for digraphs, the directed tangle tree-
decomposition theorem. More precisely, we introduce di-
rected tangles and provide a directed tree-decomposition
of digraphs G that distinguishes all maximal directed tan-
gles in G. Furthermore, for any integer k, we construct a
directed tree-decomposition that distinguishes all directed
tangles of order k. By relaxing the bound slightly, we can
make the previous result algorithmic: for fixed k, we de-
sign a polynomial-time algorithm that finds a directed tree-
decomposition distinguishing all directed tangles of order
6k−1 separated by some separation of order less than k. As
a direct application of the tangle tree-decomposition theo-
rem, we prove that for every fixed k there is a polynomial-
time algorithm which, on input G, and source and sink
vertices (s1, t1), . . . , (sk, tk), either finds a family of paths
P1, . . . , Pk such that each Pi links si to ti and every ver-
tex of G is contained in at most two paths, or determines
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that there is no set of pairwise vertex-disjoint paths each
connecting si to ti.
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CP6

Sparsifying, Shrinking and Splicing for Minimum
Path Cover in Parameterized Linear Time

A minimum path cover (MPC) of a directed acyclic graph
(DAG) G = (V,E) is a minimum-size set of paths that
together cover all the vertices of the DAG. Computing an
MPC is a basic polynomial problem, dating back to Dil-
worth’s and Fulkerson’s results in the 1950s. Since the size
k of an MPC (also known as the width) can be small in
practical applications, research has also studied algorithms
whose running time is parameterized on k. We obtain two
new MPC parameterized algorithms for DAGs running in
time O(k2|V | log |V |+ |E|) and O(k3|V |+ |E|). Our latter
algorithm is the first solving the problem in parameterized
linear time. Finally, we show that we can transform (in
O(k2|V |) time) a given MPC into another MPC that uses
less than 2|V | distinct edges, which we prove to be asymp-
totically tight. As such, we also obtain edge sparsification
algorithms preserving the width of the DAG with the same
running time as our MPC algorithms.
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CP6

Collapsing the Tower - On the Complexity of Mul-
tistage Stochastic IPs

In this paper we study the computational complexity of
solving a class of block structured integer programs (IPs) -

so called multistage stochastic IPs. A multistage stochas-
tic IP is an IP of the form max{cT x | Ax = b, l ≤ x ≤
u, x integral} where the constraint matrix A consists of
small block matrices ordered on the diagonal line and for
each stage there are larger blocks with few columns con-
necting the blocks in a tree like fashion. One of the major
gaps that remained however was the parameter dependency
in the running time for an algorithm solving multistage
stochastic IPs. Previous algorithms require a tower of t
exponentials, where t is the number of stages, while only a
double exponential lower bound was known. In this paper
we show that the tower of t exponentials is actually not
necessary. We can show an improved running time for the
algorithm solving multistage stochastic IPs with a running

time of 2(d||A||∞)O(d3t+1) · poly(d, n), where d is the sum
of columns in the connecting blocks and n is the number
of blocks on the lowest stage. Hence, we obtain the first
bound by an elementary function for the running time of an
algorithm solving multistage stochastic IPs. In contrast to
previous works, our algorithm has only a triple exponential
dependency on the parameters and only doubly exponen-
tial for every constant t.
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CP6

Algorithmic Extensions of Diracs Theorem

In 1952, Dirac proved the following theorem about long
cycles in graphs with large minimum vertex degrees: Ev-
ery n-vertex 2-connected graph G with minimum vertex
degree δ ≥ 2 contains a cycle with at least min{2δ, n} ver-
tices. In particular, if δ ≥ n/2, then G is Hamiltonian.
The proof of Dirac’s theorem is constructive, and it yields
an algorithm computing the corresponding cycle in polyno-
mial time. The combinatorial bound of Dirac’s theorem is
tight in the following sense. There are 2-connected graphs
that do not contain cycles of length more than 2δ+1. Also,
there are non-Hamiltonian graphs with all vertices but one
of degree at least n/2. This prompts naturally to the fol-
lowing algorithmic questions. For k ≥ 1, (A) How difficult
is to decide whether a 2-connected graph contains a cycle
of length at least min{2δ + k, n}? (B) How difficult is to
decide whether a graph G is Hamiltonian, when at least
n− k vertices of G are of degrees at least n/2− k? We re-
solve both questions by proving the following algorithmic
generalization of Dirac’s theorem: If all but k vertices of a
2-connected graph G are of degree at least δ, then deciding
whether G has a cycle of length at least min{2δ + k, n}
can be done in time 2O(k) ·nO(1). The proof builds on new
graph-theoretical results that are interesting on their own.
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CP7

Counting List Homomorphisms from Graphs of
Bounded Treewidth: Tight Complexity Bounds

The goal of this work is to give precise bounds on the count-
ing complexity of a family of generalized coloring prob-
lems (list homomorphisms) on bounded-treewidth graphs.
Standard techniques show that if a graph G is given with
a tree decomposition of width t, then the number of list
homomorphisms to a graph H can be counted in time
|V (H)|t · nO(1). Our main result is determining, for every
fixed graph H , how much the base |V (H)| in the running
time can be improved. For a certain graph invariant irr(H),
earlier results show that if irr(H) = 1, then the problem
of counting list homomorphisms to H is polynomial-time
solvable, and otherwise it is #P-hard. We show that, for
every fixed graph H , the number of list homomorphisms
from (G,L) to H - can be counted in time irr(H)t · nO(1)

if a tree decomposition of G having width at most t is
given in the input, and - given that irr(H) ≥ 2, cannot be

counted in time (irr(H)− �)t ·nO(1) for any � > 0, even if a
tree decomposition of G having width at most t is given in
the input, unless the Counting Strong Exponential-Time
Hypothesis (#SETH) fails. Thereby we give a precise and
complete complexity classification featuring matching up-
per and lower bounds for all target graphs with or without
loops.
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CP7

Counting Homomorphic Cycles in Degenerate
Graphs

Since counting subgraphs in general graphs is a computa-
tionally demanding problem, it is natural to try and de-
sign fast algorithms for restricted families of graphs. One
such family that has been extensively studied is that of
graphs of bounded degeneracy. This line of work, which
started in the early 80’s, culminated in a recent work of
Gishboliner et al., which highlighted the importance of the
task of counting homomorphic copies of cycles in graphs
of bounded degeneracy. Our main result in this paper is a
surprisingly tight relation between the above task and the
problem of detecting copies of directed cycles in general
directed graphs. We prove the following:

• One can compute the number of homomorphic copies
of C2k and C2k+1 in n-vertex graphs of bounded de-
generacy in time Õ(ndk), where the fastest known al-
gorithm for detecting directed copies of Ck in general
m-edge digraphs runs in time Õ(mdk).

• Conversely, one can transform any O(nbk ) algorithm
for computing the number of homomorphic copies of
C2k or of C2k+1 in n-vertex graphs of bounded degen-
eracy, into an Õ(mbk ) time algorithm for detecting
directed copies of Ck in general m-edge digraphs.
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CP7

The Complexity of Average-Case Dynamic Sub-
graph Counting

Statistics of small subgraph counts such as triangles, four-
cycles, and s-t paths of short lengths reveal important
properties of the underlying graph. In most applications,
the graphs are not only massive but also change dynam-
ically over time. Most of these problems are hard in the
worst-case dynamic setting. In this paper, we ask whether
the question of small subgraph counting over dynamic
graphs is hard also in the average case. We consider the
simplest possible average case model where the updates
follow an Erdos-Renyi graph: each update selects a pair
of vertices (u, v) uniformly at random and flips the exis-
tence of the edge (u, v). We develop new lower bounds
and matching algorithms in this model for counting four-
cycles, counting triangles through a specified point s, or a
random queried point, and st paths of length 3, 4 and 5.
Our results indicate while computing st paths of length 3,
and 4 are easy in the average case with O(1) update time
(note that they are hard in the worst case), it becomes
hard when considering st paths of length 5. We introduce
new techniques which allow us to get average-case hardness
for these graph problems from the worst-case hardness of
the Online Matrix vector problem (OMv). Our techniques
rely on recent advances in fine-grained average-case com-
plexity. Our techniques advance this literature, giving the
ability to prove new lower bounds on average-case dynamic
algorithms.
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CP7

Approximately Counting Independent Sets in Bi-
partite Graphs Via Graph Containers

By implementing algorithmic versions of Sapozhenko’s
graph container methods, we give new algorithms for ap-
proximating the number of independent sets in bipartite
graphs. The first algorithm applies to d-regular, bipar-
tite graphs satisfying a weak expansion condition: when
d is constant, and the graph is a Ω(log2 d/d)-bipartite
expander, we obtain an FPTAS for the number of inde-
pendent sets. Previously such a result for d > 5 was
known only for graphs satisfying the much stronger ex-
pansion conditions of random graphs. The second al-
gorithm applies to all d-regular, bipartite graphs, runs
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in time exp
(
O
(
n · log3 d

d

))
, and outputs a (1 + o(1))-

approximation to the number of independent sets.
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CP8

Load Balancing: The Long Road from Theory to
Practice

There is a long history of approximation schemes for the
problem of scheduling jobs on identical machines to min-
imize the makespan. Such a scheme grants a (1 + ε)-
approximation solution for every ε > 0, but the running
time grows exponentially in 1/ε. For a long time, these
schemes seemed like a purely theoretical concept. Even
solving instances for moderate values of ε seemed com-
pletely illusional. In an effort to bridge theory and prac-
tice, we refine recent ILP techniques to develop the fastest
known approximation scheme for this problem. An im-
plementation of this algorithm reaches values of ε lower
than 2/11 ≈ 18.2% within a reasonable timespan. This is
the approximation guarantee of MULTIFIT, which, to the
best of our knowledge, has the best proven guarantee of
any non-scheme algorithm.
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CP8

Computing Graph Hyperbolicity using Dominating
Sets

Hyperbolicity is a graph parameter related to how much a
graph resembles a tree with respect to distances. Its com-
putation is challenging as the main approaches consist in
scanning all quadruples of the graph or using fast matrix
multiplication as building block, both are not practical for
large graphs. In this paper, we propose and evaluate an ap-
proach that uses a hierarchy of distance-k dominating sets
to reduce the search space. This technique, compared to
the previous best practical algorithms, enables us to com-
pute the hyperbolicity of graphs with unprecedented size
(up to a million nodes) and speeds up the computation
of previously attainable graphs by up to 3 orders of mag-

nitude while reducing the memory consumption by up to
more than a factor of 23.
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CP8

A SAT Approach to Twin-Width

Twin-width is a new graph invariant that was recently
introduced by Bonnet et al. (FOCS’20, SODA’21,
ICALP’21). Problems expressible in first-order logic, which
includes many prominent NP-hard problems, are tractable
on graphs of bounded twin-width if a certificate for the
twin-width bound is provided as an input. Computing such
a certificate, however, is an intrinsic problem, for which no
nontrivial algorithm is known. In this paper, we propose
the first practical approach for computing the twin-width
of graphs together with the corresponding certificate. We
propose efficient SAT-encodings that rely on a new char-
acterization of twin-width based on elimination sequences.
This allows us to determine the twin-width of many famous
graphs with previously unknown twin-width. We utilize
our encodings to identify the smallest graphs for a given
twin-width bound d ∈ {1, . . . , 4}.
Andre Schidler, Stefan Szeider
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CP8

Towards the 5/6-Density Conjecture of Pinwheel
Scheduling

Pinwheel Scheduling aims to find a perpetual schedule for
unit-length tasks on a single machine subject to given max-
imal time spans (a.k.a. frequencies) between any two con-
secutive executions of the same task. The density of a
Pinwheel Scheduling instance is the sum of the inverses
of these task frequencies; the 5/6-Conjecture (Chan and
Chin, 1993) states that any Pinwheel Scheduling instance
with density at most 5/6 is schedulable. We formalize the
notion of Pareto surfaces for Pinwheel Scheduling and ex-
ploit novel structural insights to engineer an efficient algo-
rithm for computing them. This allows us to (1) confirm
the 5/6-Conjecture for all Pinwheel Scheduling instances
with at most 12 tasks and (2) to prove that a given list of
only 23 schedules solves all schedulable Pinwheel Schedul-
ing instances with at most 5 tasks.
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Sensitivity Oracles for All-Pairs Mincuts
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CP9

Tight Bounds for Approximate Near Neighbor
Searching for Time Series under the Frchet Dis-
tance

We study the following problem: Given n polygonal curves
with m vertices, a radius δ > 0, a parameter k ≤ m, and a
constant c > 0, preprocess the curves into a data structure
that, given a query curve q with k vertices, either returns
an input curve with Frchet distance at most c · δ to q, or
returns that there exists no input curve with Frchet dis-
tance at most δ to q. We give a comprehensive analysis for
the case of one-dimensional polygonal curves. We obtain
new upper bounds that provide different tradeoffs between
approximation factor, preprocessing time, and query time.
We show that for any 0 < ε ≤ 1 an approximation factor
of (1 + ε) can be achieved within the same time bounds
as the previously best result for (2 + ε). Moreover, we
show that an approximation factor of (2 + ε) can be ob-
tained by using preprocessing time and space O(nm) and

query time in O( 1ε )
k+2, where the previously best result

used preprocessing time in n · O(m
εk
)k and query time in

O(1)k. We complement our upper bounds with matching
conditional lower bounds based on the Orthogonal Vectors
Hypothesis. Some of our lower bounds already hold for
any super-constant value of k. This is achieved by proving
hardness of a one-sided sparse version of the Orthogonal
Vectors problem as an intermediate problem, which we be-
lieve to be of independent interest.
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CP9

A Tail Estimate with Exponential Decay for the
Randomized Incremental Construction of Search
Structures

The Randomized Incremental Construction (RIC) of
search DAGs for point location in planar subdivisions,
nearest-neighbor search in 2D points, and extreme point
search in 3D convex hulls, are well known to takeO(n log n)
expected time for structures of O(n) expected size. More-
over, searching takes w.h.p. O(log n) comparisons in the
first and w.h.p. O(log2 n) comparisons in the latter two
DAGs. However, the expected depth of the DAGs and
high probability bounds for their size are unknown. Using
a novel analysis technique, we show that the three DAGs
have w.h.p. i) a size of O(n), ii) a depth of O(log n), and
iii) a construction time of O(n log n). One application of
these new and improved results are remarkably simple Las
Vegas verifiers to obtain search DAGs with optimal worst-
case bounds. This positively answers the conjectured loga-
rithmic search cost in the DAG of Delaunay triangulations
[Guibas et al.; ICALP 1990] and a conjecture on the depth
of the DAG of Trapezoidal subdivisions [Hemmer et al.;
ESA 2012]. It also shows that history-based RIC circum-
vents a lower bound on runtime tail estimates of conflict-
graph RICs [Sen; STACS 2019].
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CP9

Nearly 2-Approximate Distance Oracles in Sub-
quadratic Time

Let G = (V,E) be an unweighted undirected graph on
n vertices and m edges. For a fixed pair of real values
α ≥ 1, β ≥ 0, an (α, β) distance oracle of G is a space-
efficient data structure that answers, in constant time, for
any pair of vertices u, v ∈ V a distance estimate within
the range of [dist(u, v), α · dist(u, v) + β]; here dist de-
notes distances in the graph G. Two main concerns in de-
signing distance oracles are the approximation ratio (the
stretch) and the construction time. A classical result was
given in [Baswana, Goyaland and Sen 2005] which builds

a (2, 3) distance oracle with Õ(n5/3) space in Õ(n2) time.
Recently, [Akav and Roditty, 2020] broke the quadratic
running time at the expense of increasing the stretch.
More specifically, they obtained an algorithm that con-
structs a (2 + �, 5) distance oracle with space Õ(n11/6) in

O(m+ n2−Ω(�)) time for any constant � ∈ (0, 1/2). In this
paper, we show that one can beat the quadratic running
time without compromising on the stretch. More specifi-
cally, our algorithm constructs a (2, 3) distance oracle with

Õ(n5/3) space in Õ(m+n1.987) time. As secondary results,

we further reduce the preprocessing time to Õ(m+n7/4+�)

and Õ(m+ n5/3+�) by tolerating larger stretch.
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CP10

A Two-Pass (Conditional) Lower Bound for Semi-
Streaming Maximum Matching

We prove a lower bound on the space complexity of two-
pass semi-streaming algorithms that approximate the max-
imum matching problem. The lower bound is parameter-
ized by the density of Ruzsa- Szemer edi graphs: Any two-
pass semi-streaming algorithm for maximum matching has
approximation ratio at most 1 − O(log(RS(n))/ log(n)),
where RS(n) denotes the maximum number of induced
matchings of size T(n) in any n-vertex graph, i.e., the
largest density of a Ruzsa-Szemer edi graph. Cur-
rently, it is known that nO(1/ log log n) = RS(n) =
n/2O(log ∗(n)) and closing this (large) gap between up-
per and lower bounds has remained a notoriously difficult
problem in combinatorics. Under the plausible hypoth-
esis that RS(n) = nO(1), our lower bound is the first
to rule out small-constant approximation two-pass semi-
streaming algorithms for the maximum matching problem,
making progress on a longstanding open question in the
graph streaming literature.

Sepehr Assadi
Princeton University and Rutgers University, U.S,
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CP10

Streaming Regular Expression Membership and
Pattern Matching

A regular expression is a formalism for compactly describ-
ing a set of strings, built recursively from single characters
using three operators: concatenation, union, and Kleene
star. Two basic problems concerning regular expressions
are membership and pattern matching. By now we have
a good understanding of the complexity of regular expres-
sion membership and pattern matching in the classical set-
ting. However, only some special cases have been consid-
ered in the practically relevant streaming setting: dictio-
nary matching and wildcard pattern matching. Both prob-
lems can be solved in the streaming model by a randomised
Monte Carlo algorithm that uses O(d logm) space [Golan
and Porat (ESA 2017), Golan, Kopelowitz and Porat (Al-
gorithmica 2019)], where d is either the number of strings
in the dictionary (for the dictionary matching problem) or
the number of wildcards (for the wildcard pattern match-
ing). This is possibly much smaller than the length of the
corresponding regular expression. In the general case, we
cannot hope for a streaming algorithm with space complex-
ity smaller than the length of R. The main contribution
of this paper is that we identify the number of unions and
Kleene stars, denoted by d, as the parameter that allows for
an efficient streaming algorithm. We design general ran-
domised Monte Carlo algorithms for both problems that
use O(d3polylogn) space in the streaming setting.
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CP10

Semi-Streaming Bipartite Matching in Fewer
Passes and Optimal Space

We provide Õ(�−1)-pass semi-streaming algorithms for
computing (1 − �)-approximate maximum cardinality
matchings in bipartite graphs. Our most efficient methods
are deterministic and use optimal, O(n), space, improv-
ing upon the space complexity of the previous state-of-the-

art Õ(�−1)-pass algorithm of [Ahn and Guha, Access to
data and number of iterations: Dual primal algorithms for
maximum matching under resource constraints, 2018]. To
obtain our results we provide semi-streaming adaptations
of more general continuous optimization tools. Further,
we leverage these techniques to obtain improvements for
streaming variants of approximate linear programming, op-
timal transport, exact matching, transshipment, and short-
est path problems.
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CP10

Frequency Estimation with One-Sided Error

Frequency estimation is one of the most fundamental prob-
lems in streaming algorithms. Given a stream S of ele-
ments from some universe U = {1 . . . n}, the goal is to
compute, in a single pass, a short sketch of S so that for
any element i ∈ U , one can estimate the number xi of
times i occurs in S based on the sketch alone. Two state
of the art solutions to this problems are the Count-Min
and Count-Sketch algorithms. The frequency estimator x̃
produced by Count-Min, using O(1/ε · log n) dimensions,
guarantees that �x̃ − x�∞ ≤ ε�x�1 with high probability,
and x̃ ≥ x holds deterministically. Also, Count-Min works
under the assumption that x ≥ 0. On the other hand,
Count-Sketch, using O(1/ε2 · log n) dimensions, guarantees
that �x̃ − x�∞ ≤ ε�x�2 with high probability. A natural
question is whether it is possible to design the best of both
worlds sketching method, with error guarantees depending
on the �2 norm and space comparable to Count-Sketch, but
(like Count-Min) also has the no-underestimation prop-
erty. Our main set of results shows that the answer to
the above question is negative. We show this in two in-
comparable computational models: linear sketching and
streaming algorithms. We also study the complementary
problem, where the sketch is required to not over-estimate,
i.e., x̃ ≤ x should hold always.
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CP11

Strong Recovery of Geometric Planted Matchings

We study the problem of efficiently recovering the match-
ing between an unlabelled collection of n points in Rd and
a small random perturbation of those points. We consider
a model where the initial points are i.i.d. standard Gaus-
sian vectors, perturbed by adding i.i.d. Gaussian vectors
with variance σ2. In this setting, the maximum likeli-
hood estimator (MLE) can be found in polynomial time
as the solution of a linear assignment problem. We estab-
lish thresholds on σ2 for the MLE to perfectly recover the
planted matching (making no errors) and to strongly re-
cover the planted matching (making o(n) errors) both for
d constant and d = d(n) growing arbitrarily. Between these

two thresholds, we show that the MLE makes nδ+o(1) er-
rors for an explicit δ ∈ (0, 1). These results extend a recent
line of work on recovering matchings planted in random
graphs with independently-weighted edges to the geomet-
ric setting. Our proof techniques rely on careful analysis of
the combinatorial structure of partial matchings in large,
weakly dependent random graphs using the first and sec-
ond moment methods.
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Courant Institute of Mathematical Sciences
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CP11

The Sparse Parity Matrix

The last decade witnessed several pivotal results on ran-
dom inference problems where the aim is to learn a hidden
ground truth from indirect randomised observations; much
of this research has been guided by statistical physics in-
tuition. Prominent examples include the stochastic block
model, low-density parity check codes or compressed sens-
ing. In all random inference problems studied so far the
posterior distribution of the ground truth given the ob-
servations appears to enjoy a key property called ’strong
replica symmetry’. This means that the overlap of the
posterior distribution with the ground truth (basically the
number of bits that can be learned correctly) concentrates
on a deterministic value. Whether this is generally true has
been an open question. In this paper we discover an exam-
ple of an inference problem based on a very simple random
matrix over F2 that fails to exhibit strong replica symme-
try. Beyond its impact on random inference problems, the
random matrix model, reminiscent of the binomial Erds-
Rnyi random graph, gives rise to a natural random con-
straint satisfaction problem related to the intensely studied
random k-XORSAT problem.
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CP11

Near-Optimal Average-Case Approximate Trace
Reconstruction from Few Traces

In the standard trace reconstruction problem, the goal is to
exactly reconstruct an unknown source string x ∈ {0, 1}n
from independent “traces”, which are copies of x that have
been corrupted by a δ-deletion channel which indepen-
dently deletes each bit of x with probability δ and concate-
nates the surviving bits. We study the approximate trace
reconstruction problem, in which the goal is only to obtain
a high-accuracy approximation of x rather than an exact
reconstruction. We give an efficient algorithm, and a near-
matching lower bound, for approximate reconstruction of
a random n-bit source string x from few traces. Our main
algorithmic result is a polynomial-time algorithm with the
following property: for any deletion rate 0 < δ < 1 (which
may depend on n), for almost every n-bit source string x,
given any number M ≤ Θ(1/δ) of traces from Delδ(x), the
algorithm constructs a hypothesis string x̂ that has edit
distance at most n · (δM)Ω(M) from x. We also prove a
near-matching information-theoretic lower bound showing
that given M ≤ Θ(1/δ) traces from Delδ(x) for a random
n-bit string x, the smallest possible expected edit distance
that any algorithm can achieve, regardless of its running
time, is n · (δM)O(M).
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CP11

Average-Case Subset Balancing Problems

Given a set of n input integers, the Equal Subset Sum prob-
lem asks us to find two distinct subsets with the same
sum. In this paper we present an algorithm that runs in
time O∗(30.386n) in the average case, significantly improv-
ing over the O∗(30.488n) running time of the best known
worst-case algorithm and the Meet-in-the-Middle bench-
mark of O∗(30.5n). Our algorithm generalizes to a number
of related problems, such as the “Generalized Equal Subset
Sum’ problem which asks us to assign a coefficient ci from a
set C to each input number xi such that

∑
i cixi = 0. Our

algorithm for the average-case version of this problem runs
in time |C|(0.5−c0/|C|)n for some positive constant c0, when-
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ever C = {0,±1, . . . ,±d} or {±1, . . . ,±d} for some posi-
tive integer d (with runtime O∗(|C|0.45n) when |C| < 10).
Our results extend to that of finding “nearly balanced’ so-
lutions in which the target is not 0 but some not-too-large
offset τ . Our approach relies on new structural results that
characterize the probability that

∑
i cixi = τ has a solu-

tion c ∈ Cn when xi’s are chosen randomly; these results
may be of independent interest. Our algorithm is inspired
by the “representation technique’ introduced by Howgrave-
Graham and Joux.
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CP12

Shared-Memory N-Level Hypergraph Partitioning

We present a shared-memory algorithm to compute high-
quality solutions to the balanced k-way hypergraph parti-
tioning problem. This problem asks for a partition of the
vertex set into k disjoint blocks of bounded size that mini-
mizes the connectivity metric (i.e., the sum of the number
of different blocks connected by each hyperedge). High so-
lution quality is achieved by parallelizing the core technique
of the currently best sequential partitioner KaHyPar: the
most extreme n-level version of the widely used multilevel
paradigm, where only a single vertex is contracted on each
level. This approach is made fast and scalable through
intrusive algorithms and data structures that allow pre-
cise control of parallelism through atomic operations and
fine-grained locking. We perform extensive experiments on
more than 500 real-world hypergraphs with up to 140 mil-
lion vertices and two billion pins (sum of hyperedge sizes).
We find that our algorithm computes solutions that are
on par with a comparable configuration of KaHyPar while
being a factor of 9 faster using 10 threads.
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CP12

Fast Multimodal Journey Planning for Three Cri-
teria

We study the journey planning problem for multimodal
networks consisting of public transit and a non-schedule-
based transfer mode (e.g., walking, bicycle, e-scooter). So
far, all efficient algorithms for this problem either restrict
usage of the transfer mode or Pareto-optimize only two cri-
teria: arrival time and the number of used public transit
trips. However, we show that both limitations must be
lifted in order to obtain high-quality solutions. In particu-
lar, the time spent using the (unrestricted) transfer mode
must be optimized as a third criterion. We present McTB,
the first algorithm that optimizes three criteria efficiently
by avoiding costly data structures for maintaining Pareto
sets. To enable unlimited transfers, we combine it with a

three-criteria extension of the ULTRA preprocessing tech-
nique. Furthermore, since full Pareto sets become imprac-
tically large for more than two criteria, we adapt an ap-
proach by Delling et al. to restrict the Pareto set in a
methodical manner. Extensive experiments on real-world
data show that our algorithms are fast enough for inter-
active queries even on large country-sized networks. Com-
pared to the state of the art for multicriteria multimodal
journey planning, MCR, we achieve a speedup of up to 80.

Moritz Potthoff, Jonas Sauer
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CP12

Perturbation Analysis of Practical Algorithms for
the Maximum Scatter Travelling Salesman Prob-
lem

The Maximum Scatter Traveling Salesman Problem
(MSTSP) is a variant of the famous Traveling Salesman
Problem (TSP) and finds its use in several real-world appli-
cations including manufacturing, imaging and laser melt-
ing processes. The objective of this NP-hard problem is
to maximize the cost of the least cost edge in a tour of
an input graph. While several approximation algorithms
have been proposed for this problem, many of them suffer
from bad worst-case complexities and present challenges
in scalability and practical use. Besides, these algorithms
have often been designed and evaluated with a sole fo-
cus on theoretical approximation quality, while practical
applications require detailed experimental evaluations to
study the stability, quality and runtime over a large and
diverse set of inputs. In this work, we describe six algo-
rithms for MSTSP inspired by prior work in the area, with
improved formulations that enhance their utility in real-
world scenarios. Further, we perform experimental studies
motivated by smoothed analysis to comprehensively eval-
uate these algorithms on various performance metrics. We
demonstrate that despite having bad worst-case complexi-
ties, certain algorithms perform exceedingly well in practi-
cal use cases. Our experiments reveal trade-offs among the
runtime, quality and stability of different algorithms that
must be considered when making a design choice depend-
ing on the objectives and constraints associated with the
use of the algorithm.
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CP12

Efficient Access History for Race Detection

While there has been extensive research on race-detection
algorithms for task parallel programs, most of this re-
search has focused on optimizing a particular component
— namely reachability analysis, which checks whether two
instructions are logically in parallel. Little attention has
been paid to the other important component, namely the
access history, which stores all memory locations previ-
ous instructions have accessed. In theory, the access his-
tory component adds no asymptotic overhead; however,
in practice, it is often the most expensive component of
race detection since it is queried and (possibly) updated at
each memory access. We optimize this component based
on the observation that, typically, strands within parallel
programs access contiguous blocks of memory. Therefore,
instead of maintaining the access history at the granular-
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ity of individual memory locations, we maintain it at the
granularity of these (varying size) intervals. To enable this
access history, we propose (1) compiler and runtime mecha-
nisms that allow us to efficiently collect these intervals and
(2) a tree-based access history data structure that allows
us to update and query it at this interval granularity. The
resulting tool can race detect fork-join code with amor-
tized constant overhead, assuming the number of intervals
is small compared to the total work of the computation.
Our evaluations indicate that this technique improves the
performance of race detection on several benchmarks.
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CP13

Approximation Schemes for Capacitated Vehi-
cle Routing on Graphs of Bounded Treewidth,
Bounded Doubling, Or Highway Dimension

In this paper, we present Approximation Schemes for Ca-
pacitated Vehicle Routing Problem (CVRP) on several
classes of graphs. In CVRP we are given a graph G =
(V, E) with metric edges costs, a depot r ∈ V , and a vehi-
cle of bounded capacity Q. The goal is to find a minimum
cost collection of tours for the vehicle that returns to the
depot, each visiting at most Q nodes, such that they cover
all the nodes. This generalizes classic TSP and has been
studied extensively. In the more general setting, each node
v has a demand dv and the total demand of each tour must
be no more than Q. Either the demand of each node must
be served by one tour (unsplittable) or can be served by
multiple tours (splittable). The best known approxima-
tion algorithm for general graphs has ratio α + 2(1 − �)
(for the unsplittable) and α+ 1− � (for the splittable) for
some fixed � > 1

3000
, where α is the best approximation

for TSP. Even for the case of trees, the best approximation
ratio is 4/3. Das and Mathieu presented an approximation

scheme with time nlogO(1/�) n for Euclidean plane R2. No
other approximation scheme is known for any other class
of metrics. In this paper, we make significant progress on
this classic problem by presenting Quasi-Polynomial Time
Approximation Schemes (QPTAS) for graphs of bounded
treewidth, graphs of bounded highway dimensions, and
graphs of bounded doubling dimensions.
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CP13

A 3-Approximation Algorithm for Maximum Inde-
pendent Set of Rectangles

We study the Maximum Independent Set of Rectangles
(MISR) problem, where we are given a set of axis-parallel
rectangles in the plane and the goal is to select a subset
of non-overlapping rectangles of maximum cardinality. In
a recent breakthrough, Mitchell [2021] obtained the first
constant-factor approximation algorithm for MISR. His al-
gorithm achieves an approximation ratio of 10 and it is
based on a dynamic program that intuitively recursively
partitions the input plane into special polygons called
corner-clipped rectangles, without intersecting certain spe-
cial horizontal line segments called fences. In this paper,
we present a 3-approximation algorithm for MISR which
is based on a similar recursive partitioning scheme. First,
we use a partition into a more general class of axis-parallel
polygons with constant complexity each, which allows us
to provide an arguably simpler analysis and at the same
time already improves the approximation ratio to 6. Then,
using a more elaborate charging scheme and a recursive
partitioning into general axis-parallel polygons with con-
stant complexity, we improve our approximation ratio to
3. In particular, our partitioning uses more general fences
that can be sequences of up to O(1) line segments each.
This and our other new ideas may be useful for future work
towards a PTAS for MISR.
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CP13

Approximate Hypergraph Vertex Cover and Gen-
eralized Tuza’s Conjecture

A famous conjecture of Tuza states that the minimum num-
ber of edges needed to cover all the triangles in a graph is
at most twice the maximum number of edge-disjoint trian-
gles. This conjecture was couched in a broader setting by
Aharoni and Zerbib who proposed a hypergraph version of
this conjecture, and also studied its implied fractional ver-
sions. We establish the fractional version of the Aharoni-
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Zerbib conjecture up to lower order terms. Specifically, we
give a factor t/2+O(

√
t log t) approximation based on LP

rounding for an algorithmic version of the hypergraph Tu-
ran problem (AHTP). The objective in AHTP is to pick
the smallest collection of (t − 1)-sized subsets of vertices
of an input t-uniform hypergraph such that every hyper-
edge contains one of these subsets. Aharoni and Zerbib
also posed whether Tuza’s conjecture and its hypergraph
versions could follow from non-trivial duality gaps between
vertex covers and matchings on hypergraphs that exclude
certain sub-hypergraphs, for instance, a “tent” structure
that cannot occur in the incidence of triangles and edges.
We give a strong negative answer to this question, by ex-
hibiting tent-free hypergraphs, and indeed F-free hyper-
graphs for any finite family F of excluded sub-hypergraphs,
whose vertex covers must include almost all the vertices.
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Unsplittable Flow on a Path: The Game!

The unsplittable flow on a path (UFP) problem is a well-
studied optimization problem, and it has applications in
various settings like bandwidth allocation, caching, and
scheduling. We are given a path with capacities on its
edges and a set of n tasks, each of them defined via a de-
mand, a subpath, and a profit. The goal is to select the
most profitable set of tasks that together respect the edge
capacities, i.e., for each edge e the total demand of the
selected tasks whose subpath contains e is at most the ca-
pacity of e. Informally, a task is large if its demand is at
least an �-fraction of the capacity of some edge on its path,
and small otherwise. If all tasks are large, a PTAS can be
obtained via dynamic programming. The same approach
fails for small tasks since then this number can be up to
Ω(n) which would yield an exponential number of states.
In this paper we introduce a novel randomized sketching
technique to address this issue. We model the computation
of a solution as a solitary game where tasks are presented
one by one to a player, who has to decide for each task i
whether to select i (hence getting its profit) or not. We can
use the game to construct a feasible UFP solution which
is 1 + 1

1+e
+ � < 1.269 approximate in expectation. It is

potentially possible that a more sophisticated probabilistic
analysis gives a PTAS for the problem.
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CP14

On Complete Classes of Valuated Matroids

We characterize a rich class of valuated matroids, called R-
minor valuated matroids that includes the indicator func-
tions of matroids, and is closed under operations such as
taking minors, duality, and induction by network. We re-
fute the refinement of a 2003 conjecture by Frank, exhibit-

ing valuated matroids that are not R-minor. The class of
counterexamples is based on sparse paving matroids. Val-
uated matroids are inherently related to gross substitute
valuations in mathematical economics. By the same to-
ken we refute the Matroid Based Valuation Conjecture by
Ostrovsky and Paes Leme (Theoretical Economics 2015)
asserting that every gross substitute valuation arises from
weighted matroid rank functions by repeated applications
of merge and endowment operations. Our result has also
implications in the context of Lorentzian polynomials: it
reveals the limitations of known construction operations.
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László Végh
London School of Economics
l.vegh@lse.ac.uk

CP14

Twin-Width Vi: the Lens of Contraction Sequences

The recently introduced twin-width graph invariant is
based on iterative mergers, called a contraction sequence,
of two vertices until only one vertex remains. If one
puts red edges between two vertices representing non-
homogeneous vertex subsets, the twin-width is the mini-
mum integer d such that a contraction sequence exists that
keeps red degree at most d. In this paper, we explore new
avenues along the general theme of contraction sequences
by changing the condition imposed on the trigraphs and
possibly slightly tweaking the notion of contractions. The
main results are the following.

• We characterize the well-established graph classes
such as graphs of bounded rank-width, tree-width, lin-
ear rank-width, path-width, and proper minor-closed
classes by means of contraction sequences. As an ap-
plication we give a transparent alternative proof of
the celebrated Courcelle’s theorem that MSO2 model
checking on graphs with bounded tree-width is fixed-
parameter tractable in the size of the input sentence.

• We define an oriented version of twin-width, which
turns out to be equivalent to twin-width. This greatly
simplifies the task of showing that a class has bounded
twin-width.

• We show that FO model checking (resp. ∃FO model
checking) is fixed-parameter tractable on classes with
partial contraction sequences to a class of bounded
degree (resp. bounded expansion), provided such a
sequence is given.
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CP14

A Sublinear Bound on the Page Number of Upward
Planar Graphs

The page number of a directed acyclic graph G is the min-
imum k for which there is a topological ordering of G and
a k-coloring of the edges such that no two edges of the
same color cross, i.e., have alternating endpoints along the
topological ordering. We address the long-standing open
problem asking for the largest page number among all up-
ward planar graphs. We improve the best known lower
bound to 5 and present the first asymptotic improvement
over the trivial O(n) upper bound, where n denotes the
number of vertices in G. Specifically, we first prove that
the page number of every upward planar graph is bounded
in terms of its width, as well as its height. We then com-
bine both approaches to show that every n-vertex upward
planar graph has page number O(n2/3 log2/3(n)).
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A Deterministic Parallel Reduction from Weighted
Matroid Intersection Search to Decision

Given two matroids on the same ground set, the matroid
intersection problem asks for a common base, i.e., a sub-
set of the ground set that is a base in both the matroids.
The weighted version of the problem asks for a common
base with maximum weight. In the general case, when
the two matroids are given via rank oracles, the question
of its parallel complexity is completely open. In the case
of linearly representable matroids, the problem is known
to have randomized parallel (RNC) algorithms, when the
given weights are polynomially bounded. Finding a deter-
ministic parallel (NC) algorithm in this case, even for the
decision question, has been a long-standing open question.
We make some progress towards understanding the par-
allel complexity of matroid intersection by showing that
the weighted matroid intersection (WMI) search problem
is equivalent to its decision version, in a parallel model of
computation. More precisely, we give an NC algorithm for
WMI-search using oracle access to WMI-decision. This re-
solves an open question posed by Anari and Vazirani (ITCS
2020).
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CP14

Perfect Matching in Random Graphs is as Hard as

Tseitin

We study the complexity of proving that a sparse random
regular graph on an odd number of vertices does not have
a perfect matching, and related problems involving each
vertex being matched some pre-specified number of times.
We show that this requires proofs of degree Ω(n/ log n) in
the Polynomial Calculus (over fields of characteristic �= 2)
and Sum-of-Squares proof systems, and exponential size
in the bounded-depth Frege proof system. This resolves a
question by Razborov asking whether the Lovsz-Schrijver
proof system requires nδ rounds to refute these formulas for
some δ > 0. The results are obtained by a worst-case to
average-case reduction of these formulas relying on a topo-
logical embedding theorem which may be of independent
interest.
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CP15

CLAP: A New Algorithm For Promise CSPs

We propose a new algorithm for Promise Constraint Sat-
isfaction Problems (PCSPs). It is a combination of the
Constraint Basic LP relaxation and the Affine IP relax-
ation (CLAP). We give a characterisation of the power of
CLAP in terms of a minion homomorphism. Using this
characterisation, we identify a certain weak notion of sym-
metry which, if satisfied by infinitely many polymorphisms
of PCSPs, guarantees tractability. We demonstrate that
there are PCSPs solved by CLAP that are not solved by
any of the existing algorithms for PCSPs; in particular,
not by the BLP+AIP algorithm of Brakensiek and Gu-
ruswami [SODA’20] and not by a reduction to tractable
finite-domain CSPs.
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CP15

Promise Constraint Satisfaction and Width

We study the power of the bounded-width consistency al-
gorithm for Promise Constraint Satisfaction(PCSP). Our
main technical finding is that the template of every
PCSP that is solvable in bounded width satisfies a certain
structural condition implying that its algebraic closure-
properties include weak near unanimity polymorphisms
(WNUs) of all large arities. While this parallels the stan-
dard (non-promise) CSP theory, the method of proof is
quite different and applies even to the regime of sub-
linear width. We also show that, in contrast with the
CSP world, the presence of WNUs of all large arities
does not guarantee solvability in bounded width. The
separating example is even solvable in the second level
of the Sherali-Adams (SA) hierarchy of linear program-
ming relaxations. This shows that, unlike for CSPs, LP
can be stronger than bounded width. A direct applica-
tion of these methods also show that the problem of q-
coloring p-colorable graphs is not solvable in bounded
or even sublinear width, for any two constants p and q
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such that 3 ≤ p ≤ q. Turning to algorithms, we note
that Wigderson’s algorithm for O(

√
n)-coloring 3-colorable

graphs with n vertices is implementable in width 4. Indeed,
by generalizing the method we see that, for any � > 0
smaller than 1/2, the optimal width for solving the prob-
lem of O(n�)-coloring 3-colorable graphs with n vertices
lies between n1−3� and n1−2�.
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CP15

High Dimensional Expanders: Eigenstripping,
Pseudorandomness, and Unique Games

Higher order random walks (HD-walks) on high dimen-
sional expanders (HDX) have seen an incredible amount
of study and application since their introduction by [Kauf-
man and Mass ”High Dimensional Random Walks and
Colorful Expansion”], yet their broader combinatorial and
spectral properties remain poorly understood. We develop
a combinatorial characterization of the spectral structure
of HD-walks on two-sided local-spectral expanders [Dinur
and Kaufman ”High Dimensional Expanders Imply Agree-
ment Expanders”], which offer a broad generalization of the
well-studied Johnson and Grassmann graphs. Our charac-
terization, which shows that the spectra of HD-walks lie
tightly concentrated in a few combinatorially structured
strips, leads to novel structural theorems such as a tight
�2-characterization of edge-expansion, as well as to a new
understanding of local-to-global graph algorithms on HDX.
Towards the latter, we introduce a novel spectral complex-
ity measure called Stripped Threshold Rank, and show how
it can replace the (much larger) threshold rank as a param-
eter controlling the performance of algorithms on struc-
tured objects. Combined with a sum-of-squares proof for
the former �2-characterization, we give a concrete applica-
tion of this framework to algorithms for unique games on
HD-walks, where in many cases we improve the state of
the art from nearly-exponential to polynomial time.
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CP15

Algorithmic Thresholds for Refuting Random

Polynomial Systems

Consider a system of m polynomial equations {pi(x) =
bi}i≤m of degree D ≥ 2 in n-dimensional variable x ∈ Rn

such that each coefficient of every pi and bis are chosen
at random and independently from some continuous dis-
tribution. We study the basic question of determining the
smallest m – the algorithmic threshold – for which efficient
algorithms can find refutations (i.e. certificates of unsatisfi-
ability) for such systems. This setting generalizes problems
such as refuting random SAT instances, low-rank matrix
sensing and certifying pseudo-randomness of Goldreich’s
candidate generators and generalizations. We show that
for every d ∈ N, the (n + m)O(d)-time canonical sum-of-
squares (SoS) relaxation refutes such a system with high
probability whenever m ≥ O(n) · (n

d
)D−1. We prove a

lower bound in the restricted low-degree polynomial model
of computation which suggests that this trade-off between
SoS degree and the number of equations is nearly tight
for all d. We also confirm the predictions of this lower
bound in a limited setting by showing a lower bound on
the canonical degree-4 sum-of-squares relaxation for refut-
ing random quadratic polynomials. Together, our results
provide evidence for an algorithmic threshold for the prob-

lem at m � Õ(n) · n(1−δ)(D−1) for 2n
δ

-time algorithms for
all δ.
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CP15

Combinatorial Gap Theorem and Reductions Be-
tween Promise CSPs

A value of a CSP instance is typically defined as a fraction
of constraints that can be simultaneously met. We pro-
pose an alternative definition of a value of an instance and
show that, for purely combinatorial reasons, a value of an
unsolvable instance is bounded away from one; we call this
fact a gap theorem. We show that the gap theorem implies
NP-hardness of a gap version of the Layered Label Cover
Problem. The same result can be derived from the PCP
Theorem, but a full, self-contained proof of our reduction
is quite short and the result can still provide PCP-free NP-
hardness proofs for numerous problems. The simplicity of
our reasoning also suggests that weaker versions of Unique-
Games-type conjectures, e.g., the d-to-1 conjecture, might
be accessible and serve as an intermediate step for proving
these conjectures in their full strength. As the second, main
application we provide a sufficient condition under which
a fixed template Promise Constraint Satisfaction Problem
(PCSP) reduces to another PCSP. The correctness of the
reduction hinges on the gap theorem, but the reduction it-
self is very simple. As a consequence, we obtain that every
CSP can be canonically reduced to most of the known NP-
hard PCSPs, such as the approximate hypergraph coloring
problem.
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CP16

Learning to Prune Instances of K-Median and Re-
lated Problems

In a large number of industrial applications, combinatorial
optimization problems are repeatedly solved with datasets
from similar distribution. In recent years, machine learning
techniques have been shown to be quite effective in speed-
ing up such computations. However, black-box end-to-end
machine learning approaches suffer from poor interpretabil-
ity and the requirement for a large amount of labelled data.
In this paper, we demonstrate a simple and highly effec-
tive way to incorporate the insights from the algorithmic
and optimization literature on these problems into a ma-
chine learning framework to speed-up the solutions of these
problems. We study the k-median problem and the follow-
ing closely related combinatorial optimization problems:
set cover, max coverage and uncapacitated facility loca-
tion. We look at the kind of quantities employed by the
approximation algorithms for these problems and use these
to derive useful features for training a classifier that helps
quickly reduce the problem size by identifying the difficult
core of the problem and pruning the remainder. The diffi-
cult core is then solved using an ILP solver. Several of the
features were derived from approximation algorithms that
were designed for the metric instances of the k-median and
the uncapacitated facility location problem. However, re-
markably, the use of these features also leads to significant
speed up in the non-metric instances of these problems and
even the other two related problems.
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CP16

Parallel Nearest Neighbors in Low Dimensions
with Batch Updates

We present a set of parallel algorithms for computing ex-
act k-nearest neighbors in low dimensions. Many k-nearest
neighbor algorithms use either a kd-tree or the Morton or-
dering of the point set; our algorithms combine these ap-
proaches using a data structure we call the zd-tree. We
show that this combination is both theoretically efficient
under common assumptions, and fast in practice. For
point sets of size n with bounded expansion constant and
bounded ratio, the zd-tree can be built in O(n) work with
O(nε) span for constant � < 1, and searching for the k-
nearest neighbors of a point takes expected O(k log k) time.
We benchmark our k-nearest neighbor algorithms against
existing parallel k-nearest neighbor algorithms, showing
that our implementations are generally faster than the
state of the art as well as achieving 75x speedup on 144
hyperthreads. Furthermore, the zd-tree supports parallel
batch-dynamic insertions and deletions; to our knowledge,
it is the first k-nearest neighbor data structure to support
such updates. On point sets with bounded expansion con-
stant and bounded ratio, a batch-dynamic update of size k

requires O(k log n/k) work with O(kε +polylog(n)) span.
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CP16

An Efficient Branch-and-Bound Solver for Hitting
Set

The hitting set problem asks for a collection of sets over a
universe U to find a minimum subset of U that intersects
each of the given sets. It is NP-hard and equivalent to the
problem set cover. We give a branch-and-bound algorithm
to solve hitting set. Though it requires exponential time
in the worst case, it can solve many practical instances
from different domains in reasonable time. Our algorithm
outperforms a modern ILP solver, the state-of-the-art for
hitting set, by at least an order of magnitude on most in-
stances.
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CP16

Approximating 1-Wasserstein Distance Between
Persistence Diagrams by Graph Sparsification

Persistence diagrams (PDs) play a central role in topo-
logical data analysis. This analysis requires computing
distances among such diagrams such as the 1-Wasserstein
distance. Accurate computation of these PD distances for
large data sets that render large diagrams may not scale
appropriately with the existing methods. The main source
of difficulty ensues from the size of the bipartite graph on
which a matching needs to be computed for determining
these PD distances. We address this problem by making
several observations in order to obtain an approximation.
First, taking advantage of the proximity of PD points, we
condense them thereby decreasing the number of nodes in
the graph for computation. The increase in point multi-
plicities is addressed by reducing the matching problem to
a min-cost flow problem on a transshipment network. Sec-
ond, we use Well Separated Pair Decomposition to spar-
sify the graph to a size that is linear in the number of
nodes. Both node and arc sparsifications contribute to an
approximation factor for which we leverage a lower bound
given by the Relaxed Word Mover’s distance. Third, we
eliminate bottlenecks during the sparsification procedure
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by introducing parallelism. Fourth, we develop an open
source software called PDoptFlow based on our algorithm,
exploiting parallelism by GPU and multicore. We perform
extensive experiments and show that we can achieve high
performance with a guarantee of low relative error, improv-
ing upon the state of the arts.
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CP17

Single Sample Prophet Inequalities via Greedy-
Ordered Selection

We study single-sample prophet inequalities (SSPIs), i.e.,
prophet inequalities where only a single sample from each
prior distribution is available. Besides a direct, and opti-
mal, SSPI for the basic single choice problem [Rubinstein et
al., 2020], most existing SSPI results were obtained via an
elegant, but inherently lossy reduction to order-oblivious
secretary (OOS) policies [Azar et al., 2014]. Motivated
by this discrepancy, we develop an intuitive and versatile
greedy-based technique that yields SSPIs directly rather
than through the reduction to OOSs. Our results can be
seen as generalizing and unifying a number of existing re-
sults in the area of prophet and secretary problems. Our
algorithms significantly improve on the competitive guar-
antees for a number of interesting scenarios (including gen-
eral matching with edge arrivals, bipartite matching with
vertex arrivals, and certain matroids), and capture new
settings (such as budget additive combinatorial auctions).
Complementing our algorithmic results, we also consider
mechanism design variants. Finally, we analyze the power
and limitations of different SSPI approaches by providing a
partial converse to the reduction from SSPI to OOS given
by Azar et al.
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CP17

Robust Secretary and Prophet Algorithms for
Packing Integer Programs

We study the problem of solving Packing Integer Programs
(PIPs) in the online setting, where columns in [0, 1]d of the
constraint matrix are revealed sequentially, and the goal
is to pick a subset of the columns that sum to at most B
in each coordinate while maximizing the objective. Excel-
lent results are known in the secretary setting, where the
columns are adversarially chosen, but presented in a uni-
formly random order. However, these existing algorithms
are susceptible to adversarial attacks: they try to “learn’
characteristics of a good solution, but tend to over-fit to
the model, and hence a small number of adversarial corrup-
tions can cause the algorithm to fail. In this paper, we give
the first robust algorithms for Packing Integer Programs,
specifically in the recently proposed Byzantine Secretary
framework. Our techniques are based on a two-level use
of online learning, to robustly learn an approximation to
the optimal value, and then to use this robust estimate to
pick a good solution. These techniques are general and
we use them to design robust algorithms for PIPs in the
prophet model as well, specifically in the Prophet-with-
Augmentations framework. We also improve known results
in the Byzantine Secretary framework: we make the non-
constructive results algorithmic and improve the existing
bounds for single-item and matroid constraints.
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CP17

Tight Guarantees for Multi-Unit Prophet Inequal-
ities and Online Stochastic Knapsack

Prophet inequalities are a useful tool for designing online
allocation procedures and comparing their performance to
the optimal offline allocation. In the basic setting of k-
unit prophet inequalities, the magical procedure of Alaei
(2011) with its celebrated performance guarantee has found
widespread adoption in mechanism design and other online
allocation problems. Despite being commonly used for im-
plementing online allocation, the tightness of Alaei’s pro-
cedure for a given k has remained unknown. In this paper
we resolve this question, characterizing the tight bound by
identifying the structure of the optimal online implementa-
tion and consequently improving the best-known guarantee
for all k¿1. We also consider a more general online stochas-
tic knapsack problem where each individual allocation can
consume an arbitrary fraction of the initial capacity. We
introduce a new ”best-fit” procedure for implementing a
fractionally-feasible knapsack solution online, with a per-
formance guarantee of 0.319, which we also show is tight.
Our analysis differs from existing ones by eschewing the
need to split items into ”large” or ”small” based on capac-
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ity consumption, using instead an invariant for the overall
utilization on different sample paths. All in all, our results
imply tight Online Contention Resolution Schemes for k-
uniform matroids and the knapsack polytope, respectively,
which has further implications in mechanism design.
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Online Weighted Matching with a Sample

We study the greedy-based online algorithm for edge-
weighted matching with (one-sided) vertex arrivals in bi-
partite graphs, and edge arrivals in general graphs. This
algorithm was first studied more than a decade ago by
Korula and Pl for the bipartite case in the random-order
model. While the weighted bipartite matching problem
is solved in the random-order model, this is not the case
in recent and exciting online models in which the online
player is provided with a sample, and the arrival order
is adversarial. The greedy-based algorithm is arguably the
most natural and practical algorithm to be applied in these
models. Despite its simplicity and appeal, and despite be-
ing studied in multiple works, the greedy-based algorithm
was not fully understood in any of the studied online mod-
els, and its actual performance remained an open question
for more than a decade. We provide a thorough analysis of
the greedy-based algorithm in several online models. For
vertex arrivals in bipartite graphs, we characterize the ex-
act competitive-ratio of this algorithm in the random-order
model, for any arrival order of the vertices subsequent to
the sampling phase (adversarial and random orders in par-
ticular). We use it to derive tight analysis in the recent
adversarial-order model with a sample (AOS model) for
any sample size, providing the first result in this model
beyond the simple secretary problem. Then, we general-
ize and strengthen the black box method of converting re-
sults in the random-order model to single-sample prophet
inequalities, and use it to derive the state-of-the-art single-
sample prophet inequality for the problem. Finally, we use
our new techniques to analyze the greedy-based algorithm
for edge arrivals in general graphs and derive results in
all the mentioned online models. In this case as well, we
improve upon the state-of-the-art single-sample prophet in-
equality.
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CP18

Monotone Edge Flips to An Orientation of Maxi-
mum Edge-Connectivity à La Nash-Williams

We initiate the study of k-edge-connected orientations of

undirected graphs through edge flips for k ≥ 2. We
prove that in every orientation of an undirected 2k-edge-
connected graph, there exists a sequence of edges such
that flipping their directions one by one does not decrease
the edge-connectivity, and the final orientation is k-edge-
connected. This yields an “edge-flip based’ new proof of
Nash-Williams’s theorem: an undirected graph G has a
k-edge-connected orientation if and only if G is 2k-edge-
connected. As another consequence of the theorem, we
prove that the edge-flip graph of k-edge-connected orienta-
tions of an undirected graph G is connected if G is (2k+2)-
edge-connected. This has been known to be true only when
k = 1.
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CP18

Recognizing k-Leaf Powers in Polynomial Time, for
Constant k

A graph G is a k-leaf power if there exists a tree T whose
leaf set is V (G), and such that uv ∈ E(G) if and only if
the distance between u and v in T is at most k. The graph
classes of k-leaf powers have several applications in com-
putational biology, but recognizing them has remained a
challenging algorithmic problem for the past two decades.
The best known result is that 6-leaf powers can be rec-
ognized in polynomial time. In this paper, we present an
algorithm that decides whether a graph G is a k-leaf power
in time O(nf(k)) for some function f that depends only on
k (but has the growth rate of a power tower function).
Our techniques are based on the fact that either a k-leaf
power has a corresponding tree of low maximum degree, in
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which case finding it is easy, or every corresponding tree
has large maximum degree. In the latter case, large degree
vertices in the tree imply that G has redundant substruc-
tures which can be pruned from the graph. In addition
to solving a longstanding open problem, we hope that the
structural results presented in this work can lead to further
results on k-leaf powers.
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New Diameter-Reducing Shortcuts and Directed
Hopsets: Breaking the O(

√
n) Barrier

For an n-vertex digraph G = (V,E), a shortcut set is a
(small) subset of edges H taken from the transitive clo-
sure of G that, when added to G guarantees that the di-
ameter of G ∪ H is small. Shortcut sets, introduced by
Thorup in 1993, have a wide range of applications in al-
gorithm design, especially in the context of parallel, dis-
tributed and dynamic computation on directed graphs. A
folklore result in this context shows that every n-vertex
digraph admits a shortcut set of linear size (i.e., of O(n)

edges) that reduces the diameter to Õ(
√
n). The ques-

tion of whether one can reduce the diameter to o(
√
n) with

Õ(n) shortcut edges has been left open. We provide the
first improved diameter-sparsity tradeoff for this problem,
breaking the

√
n diameter barrier. Specifically, we show an

O(nω)-time randomized algorithm for computing a linear
shortcut set that reduces the diameter of the digraph to

Õ(n1/3). This narrows the gap w.r.t. the current diameter

lower bound of Ω(n1/6) by [Huang and Pettie, SWAT’18].

Moreover, we show that a diameter of Õ(n1/2) can in fact

be achieved with a sublinear number of O(n3/4) shortcut
edges. We also extend our algorithms to provide improved
(β, �) hopsets for n-vertex weighted directed graphs.
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CP19

Faster Algorithms for Bounded-Difference Min-
Plus Product

Min-plus product of two n × n matrices is a fundamental
problem in algorithm research. It is known to be equiva-
lent to APSP, and in general it has no truly subcubic algo-
rithms. In this paper, we focus on the min-plus product on
a special class of matrices, δ-bounded-difference matrices,
in which the difference between any two adjacent entries
is bounded by δ = O(1). Our algorithm runs in random-
ized time O(n2.779) by the fast rectangular matrix mul-
tiplication algorithm [Le Gall & Urrutia 18], better than

Õ(n2+ω/3) = O(n2.791) (ω < 2.373 [Alman & V.V.Williams

20]). This improves the previous result of Õ(n2.824) [Bring-
mann et al. 16]. When ω = 2 in the ideal case, our com-

plexity is Õ(n2+2/3), improving Bringmann et al.’s result

of Õ(n2.755).
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CP19

Polynomial-Time Algorithm for Maximum Inde-
pendent Set in Bounded-Degree Graphs with No
Long Induced Claws

For graphs G and H, we say that G is H-free if it does not
contain H as an induced subgraph. Already in the early
1980s Alekseev observed that if H is connected, then the
Max Weight Independent Set problem (MWIS) remains
NP-hard in H-free graphs, unless H is a path or a subdi-
vided claw, i.e., a graph obtained from the three-leaf star
by subdividing each edge some number of times (possibly
zero). Since then determining the complexity of MWIS in
these remaining cases is one of the most important prob-
lems in algorithmic graph theory. We make an important
step towards solving the problem by showing that for any
subdivided claw H, MWIS is polynomial-time solvable in
H-free graphs of bounded degree.
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CP19

Isomorphism Testing for Graphs Excluding Small
Topological Subgraphs

We give an isomorphism test that runs in time npolylog(h)

on all n-vertex graphs excluding some h-vertex graph as
a topological subgraph. Previous results state that iso-
morphism for such graphs can be tested in time npolylog(n)

[Babai, STOC 2016] and nf(h) for some function f [Grohe
and Marx, SIAM J. Comp., 2015]. Our result also unifies
and extends previous isomorphism tests for graphs of max-
imum degree d running in time npolylog(d) [FOCS 2018] and

for graphs of Hadwiger number h running in time npolylog(h)

[FOCS 2020].
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Algorithmic Trade-Offs for Girth Approximation in
Undirected Graphs

We present several new efficient algorithms for approximat-
ing the girth, g, of weighted and unweighted n-vertex, m-
edge undirected graphs. For undirected graphs with poly-
nomially bounded, integer, non-negative edge weights, we
provide an algorithm that for every integer k ≥ 1, runs in
Ø(m+ n1+1/k log g) time and returns a cycle of length at
most 2kg. For unweighted, undirected graphs we present
an algorithm that for every k ≥ 1, runs in Ø(n1+1/k) time
and returns a cycle of length at most 2k�g/2�, an almost
k-approximation. Both algorithms provide trade-offs be-
tween the running time and the quality of the approxima-
tion. We also obtain faster algorithms for approximation



24	 ACM-SIAM Symposium on Discrete Algorithms (SODA22)SODA22 Abstracts 23

factors better than 2, and improved approximations when
the girth is odd or small (e.g., 3 and 4).

Liam Roditty, Avi Kadria
Bar-Ilan University
liamr@macs.biu.ac.il, avi.kadria3@gmail.com

Aaron Sidford
Stanford University
sidford@stanford.edu

Virginia Vassilevska Williams
MIT
virgi@mit.edu

Uri Zwick
Tel Aviv University
zwick@tau.ac.il

CP20

The Parameterized Complexity of the Survivable
Network Design Problem

For the Survivable Network Design Problem (SNDP) we
are given an undirected graph G with edge costs, a set R
of terminal vertices, and an integer demand ds,t for every
terminal pair s, t ∈ R. The task is to compute a subgraph
H of G of minimum cost, such that there are at least ds,t
disjoint paths between s and t in H . If the paths are re-
quired to be edge-disjoint we obtain the edge-connectivity
variant (EC-SNDP), while internally vertex-disjoint paths
result in the vertex-connectivity variant (VC-SNDP). An-
other case is the element-connectivity variant (LC-SNDP),
where the paths are disjoint on edges and non-terminals.
We shed light on the parameterized complexity of the above
problems. We consider the solution size �, the sum of de-
mands D, the number of terminals k, and the maximum
demand dmax. - We give a complete picture of the parame-
terized tractability of the three variants w.r.t. parameter �:
both EC-SNDP and LC-SNDP are FPT, while VC-SNDP
is W[1]-hard. - We identify some cases of VC-SNDP that
are FPT: * when dmax ≤ 3 for parameter �, * on locally
bounded treewidth graphs for parameter �, and * on graphs
of treewidth tw for parameter tw + D. - The Directed
Steiner Tree (DST) problem is FPT parameterized by k
[Dreyfus & Wagner 1971]. We show that the 2-DST prob-
lem is W[1]-hard, when parameterized by �.
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CP20

Simpler Adjacency Labeling for Planar Graphs
with B-Trees

An adjacency labeling scheme consists of an encoder and a
decoder. The encoder assigns a binary string, called a la-
bel, to each vertex of a given graph G. Then, the decoder

should decide, given only the labels assigned to two vertices
u and v of the same graph G, whether (u, v) is an edge.
While for planar graphs labels consisting of O(log n) bits
are not too hard to design, determining the exact constant
factor in the upper bound remained a challenging open
problem, with the only lower bound being log n. Only very
recently, Dujmovic et al. [FOCS 2020] were able to bring
the upper bound down to log n + O(

√
log n log log n) =

log n + o(log n). At the heart of their construction lies
a graph product structure theorem that is used to trans-
late the problem into a data-structure question. The lat-
ter is then solved by designing a tailored balanced binary
search trees that allow for efficient bulk operations. We
show how this can be achieved with an arguably simpler
approach based on B-Trees, while the other parts of the
whole framework remain relatively unchanged. This allows
us to obtain a cleaner upper bound of log n + O(

√
log n)

bits on the length of the labels, and additionally decrease
the decoding time to constant.
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CP20

A Simple Algorithm for Multiple-Source Shortest
Paths in Planar Digraphs

Given an n-vertex planar embedded digraph G with non-
negative edge weights and a face f of G, Klein presented
a data structure with O(n log n) space and preprocessing
time which can answer any query (u, v) for the shortest
path distance in G from u to v or from v to u in O(log n)
time, provided u is on f . This data structure is a key tool in
a number of state-of-the-art algorithms and data structures
for planar graphs. Klein’s data structure relies on dynamic
trees and the persistence technique as well as a highly non-
trivial interaction between primal shortest path trees and
their duals. The construction of our data structure fol-
lows a completely different and in our opinion very simple
divide-and-conquer approach that solely relies on Single-
Source Shortest Path computations and contractions in the
primal graph. Our space and preprocessing time bound is
O(n log |f |) and query time is O(log |f |) which is an im-
provement over Klein’s data structure when f has small
size.
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Deterministic Approximation of Random Walks via
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Queries in Graphs of Unbounded Size

Consider the following computational problem: given a reg-
ular digraph G = (V,E), two vertices u, v ∈ V , and a walk
length t ∈ N, estimate the probability that a random walk
of length t from u ends at v to within ±ε. A randomized
algorithm can solve this problem by carrying out O(1/ε2)
random walks of length t from u and outputting the frac-
tion that end at v. In this paper, we study deterministic
algorithms for this problem that are also restricted to car-
rying out walks of length t from u and seeing which ones
end at v. Specifically, if G is d-regular, the algorithm is
given oracle access to a function f : [d]t → {0, 1} where
f(x) is 1 if the walk from u specified by the edge labels
in x ends at v. We assume that G is consistently labelled,
meaning that the edges of label i for each i ∈ [d] form a
permutation on V . We show that there exists a determin-
istic algorithm that makes poly(dt/ε) nonadaptive queries
to f , regardless of the number of vertices in the graph G.
Crucially, and in contrast to the randomized algorithm,
our algorithm does not simply output the average value of
its queries. Indeed, Hoza, Pyne, and Vadhan (ITCS 2021)
showed that any deterministic algorithm of the latter form
that works for graphs of unbounded size must have query
complexity at least exp(Ω̃(log(t) log(1/ε))).
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CP20

Maintaining An EDCS in General Graphs: Sim-
pler, Density-Sensitive and with Worst-Case Time
Bounds

In ICALP’15, Bernstein and Stein gave an algorithm for
maintaining (3/2 + �)-approximate matching in bipartite

graphs with worst-case update time O�(m
1/4); O� hides

the �-dependence. Their main technical contribution was
in presenting a new type of bounded-degree subgraph, an
edge degree constrained subgraph (EDCS), which contains
a matching of size no smaller than the maximum match-
ing size of the graph up to a factor of 3/2 + �. They
show that an EDCS can be maintained with worst-case
update time O�(m

1/4), from which their main result fol-
lows. In SODA’16, Bernstein and Stein generalized their
result for general graphs, achieving the same update time
of O�(m

1/4), albeit with an amortized bound. To date,
the best deterministic worst-case update time bound for
better-than-2 approximate matching is O(

√
m) [Gupta-

Peng, FOCS’13]; allowing randomization (against an obliv-
ious adversary) one can achieve a better (polynomial) up-
date time for approximation slightly below 2 [Behnezhad
et al., SODA’20]. In this work we simplify the approach
of Bernstein and Stein for bipartite graphs, which allows
us to generalize it for general graphs while maintaining the
same bound of O�(m

1/4) on the worst-case update time.
Our approach is density-sensitive: If the arboricity of the
dynamic graph is always at most α, the algorithm’s worst-
case update time is O�(

√
α).
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CP21

Johnson Coverage Hypothesis: Inapproximability
of k-Means and k-Median in �p-Metrics

We introduce a new hypothesis called the Johnson Cover-
age Hypothesis (JCH), which roughly asserts that the well-
studied Max k-coverage problem on set systems is hard to
approximate to a factor greater than

(
1− 1

e

)
, even when

the membership graph of the set system is a subgraph
of the Johnson graph. We then show that together with
generalizations of the embedding techniques introduced by
Cohen-Addad and Karthik (FOCS ’19), JCH implies hard-
ness of approximation results for k-median and k-means in
�p-metrics for factors which are close to the ones obtained
for general metrics. In particular, assuming JCH we show
that it is hard to approximate the k-means objective: •
Discrete case: To a factor of 3.94 in the �1-metric and to a
factor of 1.73 in the �2-metric; this improves upon the pre-
vious factor of 1.56 and 1.17 respectively, obtained under
the Unique Games Conjecture (UGC). • Continuous case:
To a factor of 2.10 in the �1-metric and to a factor of 1.36
in the �2-metric; this improves upon the previous factor
of 1.07 in the �2-metric obtained under UGC (and to the
best of our knowledge, the continuous case of k-means in
�1-metric was not previously analyzed in literature). We
futher obtain similar improvements under JCH for the k-
median objective.
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CP21

An Improved Local Search Algorithm for K-
Median

We present a new local-search algorithm for the k-median
clustering problem. We show that local optima for this
algorithm give a (2.836 + �)-approximation; our result im-
proves upon the (3+�)-approximate local-search algorithm
of Arya et al. [STOC’01]. Moreover, a computer-aided
analysis of a natural extension suggests that this approach
may lead to an improvement over the best-known approx-
imation guarantee for the problem. The new ingredient in
our algorithm is the use of a potential function based on
both the closest and second-closest facilities to each client.
Specifically, the potential is the sum over all clients, of the
distance of the client to its closest facility, plus (a small
constant times) the truncated distance to its second-closest
facility. We move from one solution to another only if the
latter can be obtained by swapping a constant number of
facilities, and has a smaller potential than the former. This
refined potential allows us to avoid the bad local optima
given by Arya et al. for the local-search algorithm based
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only on the cost of the solution.
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CP21

Densest Subgraph: Supermodularity, Iterative
Peeling, and Flow

In the densest subgraph problem (DSG), the input is a
graph G = (V,E), and the goal is to find a subset S ⊆ V
that maximizes the ratio |E(S)|/|S| where E(S) is the set
of edges with both endpoints in S. We study fast algo-
rithms and structural aspects of DSG via the lens of super-
modularity. For DSG we describe a simple flow-based algo-
rithm that outputs a (1−�)-approximation in deterministic

Õ(m/�) time where m is the number of edges. This is the
first algorithm to have a near-linear dependence on m and
1/�, and improves previous methods based on an LP relax-
ation. It generalizes to hypergraphs, and also yields a faster
algorithm for directed DSG. Boob et al. [Boob, D., Gao,
Y., Peng, R., Sawlani, S., Tsourakakis, C.,Wang, D., and
Wang, J. ”Flowless: Extracting densest subgraphs with-
outflow computations.” Proceedings of The Web Confer-
ence 2020. 2020.]developed an iterative peeling algorithm
for DSG and made a conjecture about its convergence to
optimality.We affirmatively answer their conjecture, and in
fact prove that a natural generalization of their algorithm
converges to a (1 − �)-approximation for any supermodu-
lar function f . We also extend some previous results on
generalizations of DSG to the supermodular setting.
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CP21

Massively Parallel and Dynamic Algorithms for
Minimum Size Clustering

Clustering of data in metric spaces is a fundamental prob-
lem. In many scenarios where we are concerned with the
privacy implications of clustering users, clusters are re-

quired to have minimum-size constraint. Our work is moti-
vated by real-world applications where a min size clustering
algorithm needs to handle very large amount of data and
the data may also change over time. Thus efficient parallel
or dynamic algorithms are desired. We study the r-gather
problem, a natural formulation of min-size clustering. Its
goal is to partition n points into clusters such that each
cluster has size at least r, and the maximum radius of
the clusters is minimized. We propose algorithms both in
the Massively Parallel Computation (MPC) model and in
the dynamic setting. Our MPC algorithm handles input
points from the Euclidean space Rd. It computes an O(1)-
approximation for r-gather in O(logε n) rounds using total
space O(n1+γ · d) for arbitrarily small constants ε, γ > 0.
In addition our algorithm is fully scalable, i.e., there is no
lower bound on the memory per machine. Our dynamic al-
gorithm maintains an O(1)-approximate r-gather solution
under insertions/deletions of points in a metric space with

doubling dimension d. The update time is r·2O(d) ·logO(1) Λ
and the query time is 2O(d) · logO(1) Λ, where Λ is the ratio
between the largest and the smallest distance.
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CP22

The Complexity of Testing All Properties of Planar
Graphs, and the Role of Isomorphism

Consider property testing on bounded degree graphs with
ε > 0 as the proximity parameter. Newman-Sohler
(SICOMP 2013) assert that all properties of planar graphs
are testable with query complexity only depending on ε.
Recent advances have proven that all additive and mono-
tone properties of planar graphs can be tested in poly(ε−1)
queries. Some properties outside this class, such as Hamil-
tonicity, also have a similar complexity for planar graphs.
Motivated by this, we ask: can all properties of planar
graphs can be tested in poly(ε−1) queries? We discover
that any property of bounded degree planar graphs can
be tested in exp(O(ε−2)) queries. Moreover, the natural
property of testing isomorphism to a fixed graph requires
exp(Ω(ε−2)) queries; so isomorphism to an explicit fixed
graph is the hardest property of planar graphs up to poly-
nomial dependencies. The upper bound is a straightfor-
ward, more careful adaptation of the Newman-Sohler anal-
ysis. The main technical contribution is the lower bound
construction, achieved by a special family of planar graphs
that are all mutually far from each other. Our techniques
imply analogous results for bounded treewidth graphs. We
prove that all properties of bounded treewidth graphs can
be tested in exp(O(ε−1 log ε−1)) queries, and testing iso-
morphism to a fixed forest requires exp(Ω(ε−1)) queries.
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Distribution-Free Testing for Halfspaces (Almost)
Requires PAC Learning

It is well known that halfspaces over Rn and {0, 1}n
are PAC-learnable with Θ(n) samples. Recently Blais
et al. [STOC 2021] showed that even the easier task of
distribution-free sample-based testing requires Ω(n/ log n)
samples for halfspaces. In this work we study the
distribution-free testing of halfspaces with queries, for
which we show that the complexity remains to be Ω̃(n).
Indeed we prove the following stronger tradeoff result:
any distribution-free testing algorithm for halfspaces over
{0, 1}n that receives k samples must make exp(Ω̃(

√
n/k))

queries on the input function, when n.99 ≤ k ≤
O(n/ log3 n). For Rn we show that any algorithm that
makes a finite number of queries must draw Ω(n/ log n)
many samples.
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Testing Matrix Product States

Matrix product states (MPS) are a class of quantum states
that arise in the study of many-body quantum physics.
A quantum state |ψ1,...,n� ∈ Cd1 ⊗ · · · ⊗ Cdn comprised
of n qudits is said to be an MPS of bond dimension r
if the reduced density matrix ψ1,...,k has rank r for each
k ∈ {1, . . . , n}. Here, we study the problem of testing
whether an unknown state |ψ� is an MPS in the property
testing model. In this model, one is givenm identical copies
of |ψ�, and the goal is to determine if |ψ� is an MPS of bond
dimension r or if |ψ� is far from all such states. For the
case of r = 1, we study the product test, a simple two-
copy test previously analyzed by Harrow and Montanaro
(2010) and a key ingredient in their proof that QMA(2) =
QMA(k) for k ≥ 2. We give a new and simpler analysis
of the product test that achieves an optimal bound for
a wide range of parameters, answering open problems in
Harrow and Montanaro (2010) and Montanaro and de Wolf
(2016). For the case of r ≥ 2, we give an algorithm for
testing whether |ψ� is an MPS of bond dimension r using

m = O(nr2) copies, and we show that Ω(n1/2) copies are
necessary for this task. This lower bound shows that a
dependence on the number of qudits n is necessary, in sharp
contrast to the case of product states where a constant
number of copies suffices.
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Truly Low-Space Element Distinctness and Subset
Sum via Pseudorandom Hash Functions

We consider low-space algorithms for the classic Element
Distinctness problem: given an array of n input integers

with O(log n) bit-length, decide whether or not all elements
are pairwise distinct. Beame, Clifford, and Machmouchi
[FOCS 2013] gave an Õ(n1.5)-time randomized algorithm
for Element Distinctness using only O(log n) bits of work-
ing space. However, their algorithm assumes a random ora-
cle (in particular, read-only random access to polynomially
many random bits), and it was asked as an open question
whether this assumption can be removed. In this paper,
we positively answer this question by giving an Õ(n1.5)-
time randomized algorithm using O(log3 n log log n) bits of
space, with one-way access to random bits. As a corollary,
we also obtain a poly(n)-space O∗(20.86n)-time random-
ized algorithm for the Subset Sum problem, removing the
random oracles required in the algorithm of Bansal, Garg,
Nederlof, and Vyas [STOC 2017]. The main technique un-
derlying our results is a pseudorandom hash family based
on iterative restrictions, which can fool the cycle-finding
procedure in the algorithms of Beame et al. and Bansal et
al.
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Stochastic Vertex Cover with Few Queries

We study the minimum vertex cover problem in the follow-
ing stochastic setting. Let G be an arbitrary given graph,
p ∈ (0, 1] a parameter of the problem, and let Gp be a ran-
dom subgraph that includes each edge of G independently
with probability p. We are unaware of the realization Gp,
but can learn if an edge e exists in Gp by querying it.
The goal is to find an approximate minimum vertex cover
(MVC) of Gp by querying few edges of G. This stochastic
setting has been studied extensively for various problems
such as MST, matroids, matchings, etc. To our knowledge,
however, no non-trivial bound was known for MVC prior
to our work. In this work, we present a: (2+ �)-approx for
general graphs which queries O( 1

�3p
) edges per vertex, and

a 1.367-approx for bipartite graphs which queries (1/p)O(1)

edges per vertex. Additionally, we show that at the expense
of a triple-exponential dependence on p−1 in the number
of queries, the approximation ratio can be improved down
to (1 + �) for bipartite graphs. Our techniques also lead
to improved bounds for bipartite stochastic matching. We
obtain a 0.731-approximation with nearly-linear in 1/p per-
vertex queries. This is the first result to break the preva-
lent (2/3 ∼ 0.66)-approximation barrier in the poly(1/p)
query regime, improving algorithms of [Behnezhad et al.,
SODA’19] and [Assadi and Bernstein, SOSA’19].
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Deterministic Algorithms for the Lovász Local
Lemma: Simpler, More General, and More Par-
allel

The Lovász Local Lemma (LLL) is a keystone principle in
probability theory, guaranteeing the existence of configu-
rations which avoid a collection B of “bad’ events which
are mostly independent and have low probability. In its
simplest “symmetric’ form, it asserts that whenever a bad-
event has probability p and affects at most d bad-events,
and epd < 1, then a configuration avoiding all B exists.
A seminal algorithm of Moser & Tardos (2010) (which we
call the MT algorithm) gives nearly-automatic randomized
algorithms for most constructions based on the LLL. How-
ever, deterministic algorithms have lagged behind. We ad-
dress three specific shortcomings of the prior deterministic
algorithms. First, our algorithm applies to the LLL crite-
rion of Shearer (1985); this is more powerful than alternate
LLL criteria and also removes a number of nuisance param-
eters and leads to cleaner and more legible bounds. Second,
we provide parallel algorithms with much greater flexibility
in the functional form of the bad-events. Third, we pro-
vide a derandomized version of the MT-distribution, that
is, the distribution of the variables at the termination of
the MT algorithm. We show applications to non-repetitive
vertex coloring, independent transversals, strong coloring,
and other problems. These give deterministic algorithms
which essentially match the best previous randomized se-
quential and parallel algorithms.
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Multi-Token Markov Game with Switching Costs

We study a general Markov game with metric switching
costs: in each round, the player adaptively chooses one of
several Markov chains to advance with the objective of min-
imizing the expected cost for at least k chains to reach their
target states. If the player decides to play a different chain,
an additional switching cost is incurred. The special case
in which there is no switching cost was solved optimally by
Dumitriu, Tetali, and WinklerDTW03 by a variant of the
celebrated Gittins Index for the classical multi-armed ban-
dit (MAB) problem with Markovian rewards Git74, Git79.
However, for Markovian multi-armed bandit with nontriv-
ial switching cost, even if the switching cost is a constant,
the classic paper by Banks and Sundaram BS94 showed
that no index strategy can be optimal. In this paper, we
complement their result and show there is a simple index
strategy that achieves a constant approximation factor if
the switching cost is constant and k = 1. To the best
of our knowledge, this index strategy is the first strategy
that achieves a constant approximation factor for a gen-
eral Markovian MAB variant with switching costs. For the
general metric, we propose a more involved constant-factor
approximation algorithm, via a nontrivial reduction to the
stochastic k-TSP problem, in which a Markov chain is ap-

proximated by a random variable. Our analysis makes ex-
tensive use of various interesting properties of the Gittins
index.
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Balanced Allocations: Caching and Packing, Twin-
ning and Thinning

We consider the sequential allocation of m balls (jobs)
into n bins (servers) by allowing each ball to choose from
some bins sampled uniformly at random. The goal is to
maintain a small gap between the maximum load and the
average load. In this paper, we present a general frame-
work that allows us to analyze various allocation processes
that slightly prefer allocating into underloaded, as opposed
to overloaded bins. Our analysis covers several natural
instances of processes, including: • The Caching process
(a.k.a. memory protocol) as studied by Mitzenmacher,
Prabhakar and Shah (2002). • The Packing process: At
each round we only take one bin sample. If the load is be-
low some threshold (e.g., the average load), then we place
as many balls until the threshold is reached; otherwise,
we place only one ball. • The Twinning process: At each
round, we only take one bin sample. If the load is be-
low some threshold, then we place two balls; otherwise, we
place only one ball. • The Thinning process as recently
studied by Feldheim and Gurel-Gurevich (2021). As we
demonstrate, using an interplay between several potential
functions our general framework implies for all these pro-
cesses a gap of O(log n) for any number of balls m ≥ n.
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Understanding Nesterov’s Acceleration via Proxi-
mal Point Method

The proximal point method (PPM) is a fundamental
method in optimization that is often used as a building
block for designing optimization algorithms. In this work,
we use the PPM method to provide conceptually simple
derivations along with convergence analyses of different
versions of Nesterov’s accelerated gradient method (AGM).
The key observation is that AGM is a simple approxima-
tion of PPM, which results in an elementary derivation
of the update equations and stepsizes of AGM. This view
also leads to a transparent and conceptually simple anal-
ysis of AGM’s convergence by using the analysis of PPM.
The derivations also naturally extend to the strongly con-
vex case. Ultimately, the results presented in this paper
are of both didactic and conceptual value; they unify and
explain existing variants of AGM while motivating other
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accelerated methods for practically relevant settings.
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CP24

Frequency-Domain Representation of First-Order
Methods: A Simple and Robust Framework of
Analysis

Motivated by recent applications in min-max optimiza-
tion, we employ tools from nonlinear control theory in or-
der to analyze a class of “historical’ gradient-based meth-
ods, for which the next step lies in the span of the pre-
viously observed gradients within a time horizon. Specifi-
cally, we leverage techniques developed by Hu and Lessard
(2017) to build a frequency-domain framework which re-
duces the analysis of such methods to numerically-solvable
algebraic tasks, establishing linear convergence under a
class of strongly monotone and co-coercive operators. On
the applications’ side, we focus on the Optimistic Gradi-
ent Descent (OGD) method, which augments the stan-
dard Gradient Descent with an additional past-gradient
in the optimization step. The proposed framework leads
to a simple and sharp analysis of OGD—and generaliza-
tions thereof—under a broad regime of parameters. No-
tably, this characterization directly extends under adver-
sarial noise in the observed value of the gradient. More-
over, our frequency-domain framework provides an exact
quantitative comparison between simultaneous and alter-
nating updates of OGD. An interesting byproduct is that
OGD—and variants thereof—is an instance of PID control,
arguably one of the most influential algorithms of the last
century; this observation sheds more light to the stabilizing
properties of “optimism’.
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CP24

Topological Art in Simple Galleries

Let P be a simple polygon, then the art gallery problem
is looking for a minimum set of points (guards) that can
see every point in P . We say two points a, b ∈ P can
see each other if the line segment seg(a, b) is contained in
P . We denote by V (P ) the family of all minimum guard
placements. The Hausdorff distance makes V (P ) a metric
space and thus a topological space. We show homotopy-
universality, that is for every semi-algebraic set S there is
a polygon P such that V (P ) is homotopy equivalent to S.
Furthermore, for various concrete topological spaces T , we
describe instances I of the art gallery problem such that
V (I) is homeomorphic to T .
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CP24

Finding Relevant Points for Nearest-Neighbor
Classification

In nearest-neighbor classification problems, a set of d-
dimensional training points are given, each with a known
classification, and are used to infer unknown classifications
of other points by using the same classification as the near-
est training point. A training point is relevant if its omis-
sion from the training set would change the outcome of
some of these inferences. We provide a simple algorithm
for thinning a training set down to its subset of relevant
points, using as subroutines algorithms for finding the min-
imum spanning tree of a set of points and for finding the
extreme points (convex hull vertices) of a set of points. The
time bounds for our algorithm, in any constant dimension
d ≥ 3, improve on a previous algorithm for the same prob-
lem by Clarkson (FOCS 1994).
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A Simple Algorithm for Computing the Zone of a
Line in An Arrangement of Lines

Let L be a set of n lines in the plane. The zone Z(�) of a
line � in the arrangement A(L) of L is the set of faces of
A(L) whose closure intersects �. It is known that the com-
binatorial size of Z(�) is O(n). Given L and �, computing
Z(�) is a fundamental problem. Linear-time algorithms
exist for computing Z(�) if A(L) has already been built,
but building A(L) takes O(n2) time. On the other hand,
O(n log n)-time algorithms are also known for computing
Z(�) without relying on A(L), but these algorithms are
relatively complicated. In this paper, we present a simple
algorithm that can compute Z(�) in O(n log n) time. More
specifically, once the sorted list of the intersections between
� and the lines of L is known, the algorithm runs in O(n)
time. A big advantage of our algorithm, which mainly in-
volves a Graham’s scan style procedure, is its simplicity.
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Splay Trees on Trees

Search trees on trees (STTs) are a far-reaching general-
ization of binary search trees (BSTs), allowing the efficient
exploration of tree-structured domains. Trees on trees have
been extensively studied under various guises in computer
science and discrete mathematics. Recently Bose, Cardi-
nal, Iacono, Koumoutsos, and Langerman (SODA 2020)
considered adaptive STTs and observed that, apart from
notable exceptions, the machinery developed for BSTs in
the past decades does not readily transfer to STTs. In
particular, they asked whether the optimal STT can be ef-
ficiently computed or approximated (by analogy to Knuths
algorithm for optimal BSTs), and whether natural self-
adjusting BSTs such as Splay trees (Sleator, Tarjan, 1983)
can be extended to this more general setting. We an-
swer both questions affirmatively. First, we show that a
(1 + 1/t)-approximation of an optimal size-n STT for a
given search distribution can be computed in time O(n2t+1)
for all integers t ≥ 1. Second, we identify a broad family
of STTs with linear rotation-distance, allowing the gener-
alization of Splay trees to the STT setting. We show that
our generalized Splay satisfies a static optimality theorem,
asymptotically matching the cost of the optimal STT in an
online fashion, i.e. without knowledge of the search distri-
bution. Our results suggest an extension of the dynamic
optimality conjecture for Splay trees to the broader setting
of trees on trees.
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Average Sensitivity of Dynamic Programming

When processing data with uncertainty, it is desirable that
the output of the algorithm is stable against small per-
turbations in the input. Varma and Yoshida [SODA’21]
recently formalized this idea and proposed the notion of av-
erage sensitivity of algorithms, which is roughly speaking,
the average Hamming distance between solutions for the
original input and that obtained by deleting one element
from the input, where the average is taken over the deleted
element. In this work, we consider average sensitivity of
algorithms for problems that can be solved by dynamic
programming. We first present a (1 − δ)-approximation
algorithm for finding a maximum weight chain (MWC)
in a transitive directed acyclic graph with average sen-
sitivity O(δ−1 log3 n), where n is the number of vertices
in the graph. We then show algorithms with small av-
erage sensitivity for various dynamic programming prob-
lems by reducing them to the MWC problem while pre-
serving average sensitivity, including the longest increasing
subsequence problem, the interval scheduling problem, the
longest common subsequence problem, the longest palin-
dromic subsequence problem, the knapsack problem with
integral weight, and the RNA folding problem. For the
RNA folding problem, our reduction is highly nontrivial
because a naive reduction generates an exponentially large
graph, which only provides a trivial average sensitivity
bound.
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Selectable Heaps and Optimal Lazy Search Trees

Input your abstract, including TeX commands, here. The
abstract should be no longer than 1500 characters, includ-
ing spaces. Only input the abstract text. Don’t include
title or author information here.
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Simulating a Stack using Queues

It is well known that a queue can be simulated by two
stacks using a constant number of stack operations per
queue operation. In this paper we consider the forgot-
ten converse problem of simulating a stack using several
queues. We consider several variants of this problem. For
the offline variant, we obtain a tight Θ

((
1
k
+ k

log n

)
n1+1/k+

n logk n
)
upper and lower bounds for the worst-case num-

ber of queue operations needed to simulate a sequence of n
stack operations using k queues. For the online variant,
when the number of queues k is constant, and n is the max-
imum number of items in the stack at any given time, we
obtain tight Θ(n1/k) upper and lower bounds on the worst-
case and amortized number of queue operations needed to
simulate one stack operation. When k is allowed to grow
with n, we prove an upper bound of O

(
n1/k + logk n

)
and

a lower bound of Ω
((

1
k
+ k

log n

)
n1/k + logk n

)
on the amor-

tized number of queue operations per stack operation. We
also prove an upper bound of O

(
kn1/k

)
and a lower bound

of Ω
(
n1/k + logk n

)
on the worst-case number of queue op-

erations per stack operation. We also analyze the specific
but interesting sequence of n pushes followed by n pops.
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CP26

Deleting, Eliminating and Decomposing to Hered-
itary Classes are all FPT-Equivalent

Vertex-deletion problems have been at the heart of param-
eterized complexity throughout its history. Here, the aim
is to determine the minimum size (denoted by mod H) of
a modulator to a graph class H, i.e., a set of vertices whose
deletion results in a graph in H. Recent years have seen the
development of a research programme where the complex-
ity of modulators is measured in ways other than size. For
instance, for a graph class H, the graph parameters elimi-
nation distance to H (denoted by ed H and H-treewidth
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(denoted by tw H) aim to minimize the treedepth and
treewidth, respectively, of the torso of the graph induced
on a modulator to the graph class H. Here, the torso of a
vertex set S in a graph G is the graph with vertex set S and
an edge between two vertices u, v ∈ S if there is a path be-
tween u and v in G whose internal vertices all lie outside S.
In this paper, we show that from the perspective of (non-
uniform) fixed-parameter tractability (FPT), the three pa-
rameters described above give equally powerful parameter-
izations for every hereditary graph class H that satisfies
mild additional conditions. In fact, we show that for every
hereditary graph class H satisfying mild additional condi-
tions, with the exception of ed H parameterized by tw H,
for every pair of these parameters, computing one param-
eterized by itself or any of the others is FPT-equivalent to
the standard vertex-deletion (to H) problem.
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CP26

Subexponential Parameterized Algorithms for Cut
and Cycle Hitting Problems on H-Minor-Free
Graphs

We design the first subexponential-time parameterized al-
gorithms for several cut and cycle-hitting problems on
H-minor free graphs. In particular, we obtain algo-
rithms for Edge Bipartization and Odd Cycle Transversal,
Edge/Vertex Multiway Cut , Edge/Vertex Multicut, and
Group Feedback Edge/Vertex Set with running time expo-

nential in
√
k logO(1) k, where k is the solution-size param-

eter. We obtain our results by giving a new decomposition
theorem on graphs of bounded genus, or more generally,
an h-almost-embeddable graph for an arbitrary but fixed
constant h. Our new decomposition theorem generalizes
known Contraction Decomposition Theorem. In particu-
lar we show the following. Let G be a graph of bounded
genus, or more generally, an h-almost-embeddable graph
for an arbitrary but fixed constant h. Then for every p ∈ N,
there exist disjoint sets Z1, . . . , Zp ⊆ V (G) such that for
every i ∈ {1, . . . , p} and every Z� ⊆ Zi, the treewidth of
G/(Zi\Z�) is upper bounded by O(p+|Z�|), where the con-

stant hidden inO(·) depends on h. HereG/(Zi\Z�) denotes
the graph obtained from G by contracting every edge with
both endpoints in Zi\Z�. When Z� = ∅, this corresponds
to classical Contraction Decomposition Theorem.
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A Framework for Parameterized Subexponential
Algorithms for Generalized Cycle Hitting Prob-
lems on Planar Graphs

Subexponential parameterized algorithms are known for a
wide range of natural problems on planar graphs, but the
techniques are usually highly problem specific. The goal
of this paper is to introduce a framework for obtaining

nO(
√
k) time algorithms for a family of graph modification

problems that includes problems that can be seen as gen-
eralized cycle hitting problems. Our starting point is the
Node Unique Label Cover problem (that is, given a CSP
instance where each constraint is a permutation of values
on two variables, the task is to delete k variables to make
the instance satisfiable). We introduce a variant of the
problem where k vertices have to be deleted such that ev-
ery 2-connected component of the remaining instance is
satisfiable. Then we extend the problem with cardinal-
ity constraints that restrict the number of times a certain
value can be used (globally or within a 2-connected com-

ponent of the solution). We show that there is an nO(
√
k)

time algorithm on planar graphs for any problem that can
be formulated this way, which includes a large number of
well-studied problems, for example, Odd Cycle Transver-
sal, Subset Feedback Vertex Set, Group Feedback Vertex
Set, Vertex Multiway Cut, and Component Order Con-
nectivity. We use or adapt known kernelization results to

obtain 2O(
√
k·polylog(k))nO(1) time (randomized) algorithms

for Vertex Multiway Cut, Group Feedback Vertex Set, and
Subset Feedback Vertex Set.

Dániel Marx
CISPA Helmholtz Center for Information Security
marx@cispa.de

Pranabendu Misra
Chennai Mathematical Institute
pranabendu@cmi.ac.in

Daniel Neuen, Prafullkumar Tale
CISPA Helmholtz Center for Information Security



32	 ACM-SIAM Symposium on Discrete Algorithms (SODA22)SODA22 Abstracts 31

daniel.neuen@cispa.de, prafullkumar.tale@cispa.de

CP26

Planar Multiway Cut with Terminals on Few Faces

We consider the Edge Multiway Cut problem on planar

graphs. It is known that this can be solved in nO(
√

t)

time [Klein, Marx, ICALP 2012] and not in no(
√

t) time
under the Exponential Time Hypothesis [Marx, ICALP
2012], where t is the number of terminals. A generaliza-
tion of this parameter is the number k of faces of the pla-
nar graph that jointly cover all terminals. For the related

Steiner Tree problem, an nO(
√
k) time algorithm was re-

cently shown [Kisfaludi-Bak et. al., SODA 2019]. By a
completely different approach, we prove in this paper that

Edge Multiway Cut can be solved in nO(
√
k) time as well.

Our approach employs several major concepts on planar
graphs, including homotopy and sphere-cut decomposition.
We also mix a global treewidth dynamic program with a
Dreyfus-Wagner style dynamic program to deal with large
numbers of terminals locally.
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Subexponential Parameterized Algorithms on Disk
Graphs

One of the most celebrated results in Parameterized Com-
plexity is the Bidimensionality theory of Demaine et al.,
which has yielded, over the past two decades, numerous
subexponential-time fixed-parameter tractable (FPT) al-
gorithms for various problems on planar (and H-minor-
free) graphs. At the heart of this theory is the proof of sub-
linear bounds in terms of solution size on the treewidth of a
given graph. Inspired by this theory, in recent years, signif-
icant efforts have been devoted to design subexponential-
time FPT algorithms for problems on geometric graph
classes that utilize new treewidth bounds, in particular
(but not only) for unit disk graphs. In this paper, we
aim to attain such results on disk graphs, a broad class of
graphs that generalizes both the classes of planar graphs
and unit disk graphs, and thereby unify the aforementioned
research frontiers for planar and unit disk graphs. Our
main contribution is an approach to design subexponential-
time FPT algorithms for problems on disk graphs, which
we apply to several well-studied graph problems. At the
heart of our approach lie two new combinatorial theorems
concerning the treewidth of disk graphs having a realiza-
tion of bounded ply (or maximum clique size) that are of
independent interest. Among our applications are the first
subexponential-time FPT algorithms for several problems
on disk graphs, including Triangle Hitting, Feedback Ver-
tex Set and Odd Cycle Transversal.
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Deterministic Enumeration of All Minimum K-
Cut-Sets in Hypergraphs for Fixed K

We consider the problem of deterministically enumerat-
ing all minimum k-cut-sets in a given hypergraph for any
fixed k. The input is a hypergraph G = (V, E) with non-
negative hyperedge costs. A subset F of hyperedges is a
k-cut-set if the number of connected components in G -
F is at least k and it is a minimum k-cut-set if it has
the least cost among all k-cut-sets. For fixed k, we call
the problem of finding a minimum k-cut-set Hypergraph-
k-Cut and the problem of enumerating all minimum k-cut-
sets Enum-Hypergraph-k-Cut. While the graph versions of
these problems are well-known to be solvable in polynomial
time, it is only recently that polynomial-time algorithms
for Hypergraph-k-Cut were developed. The randomized
polynomial-time algorithm for Hypergraph-k-Cut that was
designed in 2018 (Chandrasekaran, Xu, and Yu, SODA
2018) showed that the number of minimum k-cut-sets in
a hypergraph is O(n2k−2), where n is the number of ver-
tices in the input hypergraph, and that they can all be enu-
merated in randomized polynomial time. A deterministic
polynomial-time algorithm for Hypergraph-k-Cut was sub-
sequently designed in 2020 (Chandrasekaran and Chekuri,
FOCS 2020), but it is not guaranteed to enumerate all min-
imum k-cut-sets. In this work, we give the first determinis-
tic polynomial-time algorithm to solve Enum-Hypergraph-
k-Cut. Our algorithms are based on new structural results
that allow for efficient recovery of all minimum k-cut-sets
by solving minimum (S,T)-terminal cuts.
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Sampling Colorings and Independent Sets of
Random Regular Bipartite Graphs in the Non-
Uniqueness Region

We give an FPRAS for counting q-colorings for even q =
O
(

∆
log∆

)
on almost every ∆-regular bipartite graph. This

improves significantly upon the previous best bound of q =

O
( √

∆
(log∆)2

)
by Jenssen, Keevash, and Perkins (SODA’19).

Analogously, for the hard-core model on independent sets
weighted by λ > 0, we present an FPRAS for estimating
the partition function when λ = Ω

(
log ∆
∆

)
, which improves

upon previous results by an Ω(log∆) factor. Our results for
the colorings and hard-core models follow from a general re-
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sult that applies to arbitrary spin systems. Our main con-
tribution is to show how to elevate probabilistic/analytic
bounds on the marginal probabilities for the typical struc-
ture of phases on random bipartite regular graphs into ef-
ficient algorithms, using the polymer method. We further
show evidence that our results for colorings and indepen-
dent sets are within a constant factor of best possible using
current polymer-method approaches.
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Enumerating k-SAT Functions

How many k-SAT functions on n boolean variables are
there? What does a typical such function look like? Bol-
lobs, Brightwell, and Leader conjectured that, for each
fixed k ≥ 2, the number of k-SAT functions on n variables

is (1+o(1))2(
n
k)+n, or equivalently: a 1−o(1) fraction of all

k-SAT functions are unate, i.e., monotone after negating
some variables. They proved a weaker version of the con-
jecture for k = 2. The conjecture was confirmed for k = 2
by Allen and k = 3 by Ilinca and Kahn. We show that the
problem of enumerating k-SAT functions is equivalent to
a Turn density problem for partially directed hypergraphs.
Our proof uses the hypergraph container method. Further-
more, we confirm the Bollobs-Brightwell-Leader conjecture
for k = 4 by solving the corresponding Turn density prob-
lem.
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Efficient Generation of Elimination Trees and
Hamilton Paths on Graph Associahedra

An elimination tree for a connected graph G is a rooted
tree on the vertices of G obtained by choosing a root x and
recursing on the connected components of G − x to pro-
duce the subtrees of x. Elimination trees appear in many
guises in computer science and discrete mathematics, and
they encode many interesting combinatorial objects, such
as bitstrings, permutations and binary trees. We apply the

recent Hartung-Hoang-Mtze-Williams combinatorial gen-
eration framework (SODA 2020) to elimination trees, and
prove that all elimination trees for a chordal graph G can
be generated by tree rotations using a simple greedy algo-
rithm. This yields a short proof for the existence of Hamil-
ton paths on graph associahedra of chordal graphs. Graph
associahedra are a general class of high-dimensional poly-
topes introduced by Carr, Devadoss, and Postnikov, whose
vertices correspond to elimination trees and whose edges
correspond to tree rotations. As special cases of our re-
sults, we recover several classical Gray codes for bitstrings,
permutations and binary trees, and we obtain a new Gray
code for partial permutations. Our algorithm for gener-
ating all elimination trees for a chordal graph G can be
implemented in time O(m + n) per generated elimination
tree, where m and n are the number of edges and vertices
of G, respectively. Furthermore, if G is a tree, we improve
this to a loopless algorithm running in time O(1) per gen-
erated elimination tree.
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A Lower Bound for the n-Queens Problem

The n-queens puzzle is to place n mutually non-attacking
queens on an n × n chessboard. We present a simple two
stage randomized algorithm to construct such configura-
tions. In the first stage, a random greedy algorithm con-
structs an approximate toroidal n-queens configuration. In
this well-known variant the diagonals wrap around the
board from left to right and from top to bottom. We
show that with high probability this algorithm succeeds
in placing (1− o(1))n queens on the board. In the second
stage, the method of absorbers is used to obtain a com-
plete solution to the non-toroidal problem. By counting
the number of choices available at each step of the random
greedy algorithm we conclude that there are more than(
(1− o(1))ne−3

)n
solutions to the n-queens problem. This

proves a conjecture of Rivin, Vardi, and Zimmerman in a
strong form. Recently, using different methods, Bowtell
and Keevash proved the same lower bound for the toroidal
problem, giving an independent proof of the result.
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Adversarially Robust Streaming Via DenseSparse
Trade-Offs

Input your abstract, including TeX commands, here. The
abstract should be no longer than 1500 characters, includ-
ing spaces. Only input the abstract text. Don’t include
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Nearly Tight Bounds for Discrete Search under
Outlier Noise

Binary search is one of the most fundamental search rou-
tines, exploiting the hidden structure of the search space.
In particular, it cuts down exponentially on the complex-
ity of the search assuming that the search space is mono-
tone. This paper is prompted by a basic question – how
does the query complexity of the search problem change
if the data has corruption? In particular, we study the
powerful outlier noise model and assuming a bound on
the fraction of such corruptions, establish nearly match-
ing upper and lower bounds for the following problems: (i)
binary search on an ordered set of size [n]; (ii) search on
the posets {0, 1}d; and (iii) search on the posets [n]d. In all
three cases, we use randomization to create robust versions
of classical algorithms for these problems that handle cor-
rupted data with relatively small performance penalties,
specified as a function of the amount of corruption K. We
complement these algorithmic results with almost match-
ing lower bounds that show that no randomized algorithm
can solve these problems with a smaller performance hit
on the query complexity as a function of K.
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Uniformity Testing in the Shuffle Model: Simpler,
Better, Faster

Uniformity testing, or testing whether independent obser-
vations are uniformly distributed, is the prototypical ques-
tion in distribution testing. Over the past years, a line of
work has been focusing on uniformity testing under privacy
constraints on the data, and obtained private and data-
efficient algorithms under various privacy models such as
central differential privacy (DP), local privacy (LDP), pan-
privacy and, very recently, the shuffle model of differential
privacy. In this work, we considerably simplify the analy-
sis of the known uniformity testing algorithm in the shuffle
model, and, using a recent result on privacy amplification
via shuffling, provide an alternative algorithm attaining the
same guarantees with an elementary and streamlined ar-
gument.
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CP28

Tight Bounds for Differentially Private
Anonymized Histograms

In this note, we consider the problem of differentially pri-
vately (DP) computing an anonymized histogram, which
is defined as the multiset of counts of the input dataset
(without bucket labels). In the low-privacy regime � ≥ 1,
we give an �-DP algorithm with an expected �1-error bound
of O(

√
n/e�). In the high-privacy regime � < 1, we give an

Ω(
√

n log(1/�)/�) lower bound on the expected �1 error.
In both cases, our bounds asymptotically match the previ-
ously known lower/upper bounds due to [Suresh, NeurIPS
2019].
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CP28

Parameterized Convexity Testing

In this work, we develop new insights into the fundamental
problem of convexity testing of real-valued functions over
the domain [n]. Specifically, we present a nonadaptive algo-
rithm that, given inputs ε ∈ (0, 1), s ∈ N, and oracle access
to a function, ε-tests convexity in O(log(s)/ε), where s is
an upper bound on the number of distinct discrete deriva-
tives of the function. We also show that this bound is tight.
Since s ≤ n, our query complexity bound is at least as good
as that of the optimal convexity tester (Ben Eliezer; ITCS

2019) with complexity O( log εn
ε

); our bound is strictly bet-
ter when s = o(n). The main contribution of our work is
to appropriately parameterize the complexity of convexity
testing to circumvent the worst-case lower bound (Belovs

et al.; SODA 2020) of Ω( log(εn)
ε

) expressed in terms of the
input size and obtain a more efficient algorithm.

Nithin Varma
Chennai Mathematical Institute
nithvarma@gmail.com

Abhiruk Lahiri
Ariel University, Israel
abhiruk@ariel.ac.il

Ilan I. Newman
Haifa University
ilan@cs.haifa.ac.il

CP29

Polynomial Time Algorithms to Find an Approxi-
mate Competitive Equilibrium for Chores

Competitive equilibrium with equal income (CEEI) is con-
sidered one of the best mechanisms to allocate a set of
items among agents fairly and efficiently. In this paper,
we study the computation of CEEI when items are chores
that are disliked (negatively valued) by agents, under 1-
homogeneous and concave utility functions which includes
linear functions as a subcase. It is well-known that, even
with linear utilities, the set of CEEI may be non-convex
and disconnected, and the problem is PPAD-hard in the
more general exchange model. In contrast to these neg-
ative results, we design FPTAS: A polynomial-time algo-
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rithm to compute ?-approximate CEEI where the running-
time depends polynomially on 1/?. Our algorithm re-
lies on the recent characterization due to Bogomolnaia et
al. (2017) of the CEEI set as exactly the KKT points of a
non-convex minimization problem that have all coordinates
non-zero. Due to this non-zero constraint, naive gradient-
based methods fail to find the desired local minima as they
are attracted towards zero. We develop an exterior-point
method that alternates between guessing non-zero KKT
points and maximizing the objective along supporting hy-
perplanes at these points. We show that this procedure
must converge quickly to an approximate KKT point which
then can be mapped to an approximate CEEI; this exterior
point method may be of independent interest.
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CP29

Computational Hardness of the Hylland-
Zeckhauser Scheme

We study the complexity of the classic Hylland-Zeckhauser
scheme [HZ’79] for one-sided matching markets. We show
that the problem of finding an ?-approximate equilibrium
in the HZ scheme is PPAD-hard, and this holds even when
? is polynomially small and when each agent has no more
than four distinct utility values. Our hardness result, when
combined with the PPADmembership result of [VY’21], re-
solves the approximation complexity of the HZ scheme. We
also show that the problem of approximating the optimal
social welfare (the weight of the matching) achievable by
HZ equilibria within a certain constant factor is NP-hard.
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CP29

Approximating Equilibrium under Constrained
Piecewise Linear Concave Utilities with Applica-
tions to Matching Markets

We study the equilibrium computation problem in the
Fisher market model with constrained piecewise linear con-
cave (PLC) utilities. This general class captures many well-
studied special cases, including markets with PLC utili-
ties, markets with satiation, and matching markets. For
the special case of PLC utilities, although the problem is
PPAD-hard, Devanur and Kannan (FOCS 2008) gave a
polynomial-time algorithm when the number of items is
constant. Our main result is a fixed parameter approxi-
mation scheme for computing an approximate equilibrium,
where the parameters are the number of agents and the ap-

proximation accuracy. This provides an answer to an open
question by Devanur and Kannan for PLC utilities, and
gives a simpler and faster algorithm for matching markets
as the one by Alaei, Jalaly, and Tardos (EC 2017). The
main technical idea is to work with the stronger concept
of thrifty equilibria, and approximating the input utility
functions by ‘robust’ utilities that have favorable marginal
properties. With some restrictions, the results also extend
to the Arrow–Debreu exchange market model.
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CP29

Approximate Core for Committee Selection via
Multilinear Extension and Market Clearing

Motivated by civic problems such as participatory budget-
ing and multiwinner elections, we consider the problem of
public good allocation: Given a set of indivisible projects
(or candidates) of different sizes, and voters with different
monotone utility functions over subsets of these candidates,
the goal is to choose a budget-constrained subset of these
candidates (or a committee) that provides fair utility to
the voters. The notion of fairness we adopt is core stability
from cooperative game theory: No subset of voters should
be able to choose another blocking committee of propor-
tionally smaller size that provides strictly larger utility to
all voters that deviate. It is well-known that an exact core
need not exist even when utility functions of the voters are
additive across candidates. We therefore relax the prob-
lem to allow approximation. Our main result is that an
α-core, for α < 67.37, always exists when utilities of the
voters are arbitrary monotone submodular functions, and
this can be computed in polynomial time. This result im-
proves to α < 9.27 for additive utilities, albeit without the
polynomial time guarantee. Our results are a significant
improvement over prior work that only shows logarithmic
approximations for the case of additive utilities. We com-
plement our results with a lower bound of α > 1.015 for
submodular utilities, and a lower bound of any function in
the number of voters and candidates for general monotone
utilities.
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CP30

Approximating The Arboricity in Sublinear Time

We consider the problem of approximating the arboricity
of a graph G = (V,E), which we denote by arb(G), in sub-
linear time, where the arboricity of a graph is the minimal
number of forests required to cover its edges. An algo-
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rithm for this problem may perform degree and neighbor
queries, and is allowed a small error probability. We de-
sign an algorithm that outputs an estimate α̂, such that
with probability 1 − 1/poly(n), arb(G)/c log2 n ≤ α̂ ≤
arb(G), where n = |V | and c is a constant. The expected
query complexity and running time of the algorithm are
O(n/arb(G)) ·poly(log n), and this upper bound also holds
with high probability. This bound is optimal for such an
approximation up to a poly(log n) factor.
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Approximating Sumset Size

Given a subset A of the n-dimensional Boolean hypercube
Fn
2 , the sumset A+A is the set {a+a� : a, a� ∈ A} where ad-

dition is in Fn
2 . Sumsets play an important role in additive

combinatorics, where they feature in many central results
of the field. The main result of this paper is a sublinear-
time algorithm for the problem of sumset size estimation.
In more detail, our algorithm is given oracle access to (the
indicator function of) an arbitrary A ⊆ Fn

2 and an accu-
racy parameter ε > 0, and with high probability it outputs
a value 0 ≤ v ≤ 1 that is ±ε-close to Vol(A� +A�) for some
perturbation A� ⊆ A of A satisfying Vol(A \ A�) ≤ ε. It
is easy to see that without the relaxation of dealing with
A� rather than A, any algorithm for estimating Vol(A+A)

to any nontrivial accuracy must make 2Ω(n) queries. In
contrast, we give an algorithm whose query complexity
depends only on ε and is completely independent of the
ambient dimension n.
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Better Sum Estimation via Weighted Sampling

Given a large set U where each item a ∈ U has weight w(a),
we want to estimate the total weight W =

∑
a∈U w(a) to

within factor of 1±ε with some constant probability > 1/2.
Since n = |U | is large, we want to do this without look-
ing at the entire set U . In the traditional setting in which
we are allowed to sample elements from U uniformly, sam-
pling Ω(n) items is necessary to provide any non-trivial
guarantee on the estimate. Therefore, we investigate this
problem in different settings: in the proportional setting we
can sample items with probabilities proportional to their

weights, and in the hybrid setting we can sample both pro-
portionally and uniformly. Sum estimation in the propor-
tional and hybrid setting has been considered before by
Motwani, Panigrahy, and Xu [ICALP, 2007]. In their pa-
per, they give both upper and lower bounds in terms of
n. Their bounds are near-matching in terms of n, but not
in terms of ε. In this paper, we improve both their upper
and lower bounds. Our bounds are matching up to con-
stant factors in both settings, in terms of both n and ε. No
lower bounds with dependency on ε were known previously.
In the proportional setting, we improve their Õ(

√
n/ε7/2)

algorithm to O(
√
n/ε). In the hybrid setting, we improve

Õ( 3
√
n/ε9/2) to O( 3

√
n/ε4/3).
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Improved Algorithms for Low Rank Approxima-
tion from Sparsity

We overcome two major bottlenecks in the study of low
rank approximation by assuming the low rank factors
themselves are sparse. Specifically, (1) For low rank ap-
proximation with spectral norm error, we show how to
improve the best known nnz(A)k/

√
ε running time to

nnz(A)/
√
ε running time plus low order terms depend-

ing on the sparsity of the low rank factors, and (2)
For streaming algorithms for Frobenius norm error, we
show how to bypass the known Ω(nk/ε) memory lower
bound and obtain an sk(log n)/poly(ε) memory bound,
where s is the number of non-zeros of each low rank fac-
tor. Although this algorithm runs in exponential time,
as it must under standard complexity theoretic assump-
tions, we also present polynomial time algorithms using
poly(s, k, log n, ε−1) memory that output rank k approx-
imations supported on an O(sk/ε) × O(sk/ε) submatrix.
Both the prior nnz(A)k/

√
ε running time and the nk/ε

memory for these problems were long-standing barriers;
our results give a natural way of overcoming them assum-
ing sparsity of the low rank factors.
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CP31

Distributed Zero-Knowledge Proofs Over Net-
works

Zero-knowledge proofs are one of the most influential
concepts in theoretical computer science. In the semi-
nal definition due to Goldwasser, Micali and Rackoff, a
computationally-bounded verifier interacts with a power-
ful but untrusted prover, with the goal of becoming con-
vinced that the input is in some language. In addition to
the usual requirements of completeness and soundness, we
protect the prover’s knowledge: anything that the verifier
can deduce after interacting with the prover, it could have
deduced by itself. We define and study the notion of dis-
tributed zero knowledge proofs. In our setting, a network of
verifiers interacts with an untrusted prover to decide some
distributed language. The verifiers have local views of the
network, and each only knows its neighbors. The prover,
on the other hand, is assumed to know the entire net-
work graph, as well as all inputs. As in the computational
centralized setting, the protocol we design should protect
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this knowledge. We construct communication-efficient dis-
tributed zero-knowledge proofs for two central problems:
the 3-coloring problem, one of the poster children of com-
putational zero-knowledge, and for the spanning-tree verifi-
cation problem. We also give a general scheme for convert-
ing proof labeling-schemes to distributed zero-knowledge
protocols. Our protocols combine ideas from computa-
tional complexity, distributed computing, and cryptogra-
phy.

Rotem Oshman, Aviv Bick
Tel Aviv University
roshman@tau.ac.il, avivbick@mail.tau.ac.il

Gillat Kol
IAS
gillat.kol@gmail.com

CP31

Optimal Oblivious Parallel Ram

An oblivious RAM (ORAM), introduced by Goldreich and
Ostrovsky (STOC ’87 and J. ACM ’96), is a technique for
hiding RAM’s access pattern. That is, for every input the
distribution of the observed locations accessed by the ma-
chine is essentially independent of the machine’s secret in-
puts. Recent progress culminated in a work of Asharov et
al. (EUROCRYPT ’20), obtaining an ORAM with (amor-
tized) logarithmic overhead in total work, which is known
to be optimal. Oblivious Parallel RAM (OPRAM) is a nat-
ural extension of ORAM to the (more realistic) parallel set-
ting where several processors make concurrent accesses to a
shared memory. It is known that any OPRAM must incur
logarithmic work overhead (in the balls and bins model).
Despite the significant recent advances for constructing
ORAM, there is still a significant gap for OPRAM: all ex-
isting OPRAM schemes incur a poly-logarithmic overhead
either in total work or in depth. Our main result closes
the aforementioned gap and provides an optimal OPRAM.
Specifically, assuming one-way functions, we show that any
Parallel RAM with memory capacity N can be obliviously
simulated in space O(N), incurring only O(logN) blowup
in (amortized) total work as well as in depth. Our trans-
formation supports all PRAMs in the CRCW (concurrent
read, concurrent write) mode and the resulting simulation
is in the CRCW mode as well.
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CP31

Limits of Preprocessing for Single-Server PIR

We present lower bounds for the static cryptographic data
structure problem of private information retrieval (PIR).
PIR considers the setting where a server holds a database
of n entries and a client wishes to privately retrieve the i-th
entry without revealing the index i to the server. In our
work, we focus on PIR with preprocessing where an r-bit
hint may be computed in a preprocessing stage and stored
by the server to be used to perform private queries in ex-
pected t time. As our main result, we prove that for any
single-server, computationally secure PIR with preprocess-
ing, it must be that tr = Ω(n log n) when r = Ω(log n). If
r = O(log n), then we show that t = Ω(n). Our lower
bound holds even when the scheme errs with probabil-
ity 1/n2 and the adversarys distinguishing advantage is
1/n. Our work improves upon the tr = Ω(n) lower bound
of Beimel, Ishai and Malkin [JoC04]. For information-
theoretic security, we present a stronger lower bound of
t+ r = Ω(n) and show a matching construction. Both our
lower bounds apply for public-key doubly-efficient PIRs of
Boyle, Ishai, Pass and Wootters [TCC17]. Additionally,
our lower bound for information-theoretic security also ap-
plies for offline-online PIRs as defined by Corrigan-Gibbs
and Kogan [Eurocrypt20] where the hint is private and only
viewed by the client.
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Universally-Optimal Distributed Shortest Paths
and Transshipment via Graph-Based L1-Oblivious
Routing

We provide universally-optimal distributed graph algo-
rithms for (1 + ε)-approximate shortest path problems in-
cluding shortest-path-tree and transshipment. The univer-
sal optimality of our algorithms guarantees that, on any n-
node network G, our algorithm completes in T ·no(1) rounds
whenever a T -round algorithm exists for G. This includes
D · no(1)-round algorithms for any planar or excluded-
minor network. Our algorithms never require more than
(
√
n + D) · no(1) rounds, resulting in the first sub-linear-

round distributed algorithm for transshipment. The key
technical contribution leading to these results is the first
efficient no(1)-competitive linear �1-oblivious routing oper-
ator that does not require the use of �1-embeddings. Our
construction is simple, solely based on low-diameter decom-
positions, and—in contrast to all known constructions—
directly produces an oblivious flow instead of just an ap-
proximation of the optimal flow cost. This also has the
benefit of simplifying the interaction with Sherman’s mul-
tiplicative weight framework [SODA’17] in the distributed
setting and its subsequent rounding procedures.
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CP32

A Simple Approximation Algorithm for Vector
Scheduling and Applications to Stochastic Min-
Norm Load Balancing

We consider the Vector Scheduling problem on identi-
cal machines: we have m machines, and a set J of
n jobs, where each job j has a processing-time vec-
tor pj ∈ Rd

≥0. The goal is to find an assignment
σ : J → [m] of jobs to machines so as to minimize
the makespan maxi∈[m] maxr∈[d](

∑
j:σ(j)=i pj,r). A nat-

ural lower bound on the optimal makespan is lb :=
max{maxj∈J,r∈[d] pj,r,maxr(

∑
j pj,r/m)}. Our main re-

sult is a very simple O(log d)-approximation algorithm
for vector scheduling with respect to the lower bound
lb. As an application, we show that the above guaran-
tee leads to an O(log log m)-approximation for Stochas-
tic Minimum-Norm Load Balancing (StochNormLB). In
StochNormLB, we have m identical machines, a set J of
n independent stochastic jobs whose processing times are
nonnegative random variables, and a monotone, symmet-
ric norm f : Rm → R≥0. The goal is to find an assign-
ment σ : J → [m] that minimizes the expected f-norm of
the induced machine-load vector, where the load on a ma-
chine is the (random) total processing time assigned to it.
Our O(log log m)-approximation guarantee is in fact much
stronger: we obtain an assignment that is simultaneously
an O(log log m)-approximation for StochNormLB with all
monotone, symmetric norms.
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Towards Non-Uniform K-Center with Constant
Types of Radii

In the Non-Uniform k-Center problem we need to cover a
finite metric space using k balls of different radii that can
be scaled uniformly. The goal is to minimize the scaling
factor. If the number of different radii is unbounded, the
problem does not admit a constant-factor approximation
algorithm but it has been conjectured that such an algo-
rithm exists if the number of radii is constant. Yet, this
is known only for the case of two radii. Our first contri-
bution is a simple black box reduction which shows that if
one can handle the variant of t−1 radii with outliers, then
one can also handle t radii. Together with an algorithm
by Chakrabarty and Negahbani for two radii with outliers,
this immediately implies a constant-factor approximation
algorithm for three radii; thus making further progress on

the conjecture. Furthermore, using algorithms for the k-
center with outliers problem, that is the one radii with
outliers case, we also get a simple algorithm for two radii.
The algorithm by Chakrabarty and Negahbani uses a top-
down approach, starting with the larger radius and then
proceeding to the smaller one. Our reduction, on the other
hand, looks only at the smallest radius and eliminates it,
which suggests that a bottom-up approach is promising. In
this spirit, we devise a modification of the Chakrabarty and
Negahbani algorithm which runs in a bottom-up fashion,
and in this way we recover their result with the advantage
of having a simpler analysis.
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The Short-Side Advantage in Random Matching
Markets

A breakthrough of Ashlagi, Kanoria, and Leshno [AKL17]
found that imbalance in the number of agents on either
side of a random matching market has a profound effect on
the market’s expected characteristics. Specifically, across
all stable matchings, the ”long side” (i.e. the side with
a greater number of agents) receives significantly worse
matches in expectation than the short side. Intuitively,
this occurs because an agent on the long side is essentially
unneeded to create a stable matching – a matching could
form almost as easily without them. Thus, an agent on the
long side has very little market power, and must settle for
a match which is not much better than a random assign-
ment. We provide a new and simpler proof for a result of
[AKL17] which formalizes this intuition.
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An Explicit Vector Algorithm for High-Girth Max-
Cut

We give an approximation algorithm for MaxCut and pro-
vide guarantees on the average fraction of edges cut on
d-regular graphs of girth ≥ 2k. For every d ≥ 3 and k ≥ 4,
our approximation guarantees are better than those of all
other classical and quantum algorithms known to the au-
thors. Our algorithm constructs an explicit vector solution
to the standard semidefinite relaxation of MaxCut and ap-
plies hyperplane rounding. It may be viewed as a sim-
plification of the previously best known technique, which
approximates Gaussian wave processes on the infinite d-
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regular tree.
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Oblivious Online Contention Resolution Schemes

Contention resolution schemes (CRSs) are powerful tools
for obtaining “ex post feasible’ solutions from candidates
that are drawn from “ex ante feasible’ distributions. Online
contention resolution schemes (OCRSs), the online version,
have found myriad applications in Bayesian and stochas-
tic problems, such as prophet inequalities and stochastic
probing. When the ex ante distribution is unknown, it was
unknown whether good CRSs/OCRSs exist with no sample
(in which case the scheme is oblivious) or few samples from
the distribution. In this work, we give a simple 1

e
-selectable

oblivious single item OCRS by mixing two simple schemes
evenly, and show, via a Ramsey theory argument, that it
is optimal. On the negative side, we show that no CRS or
OCRS with O(1) samples can be Ω(1)-balanced/selectable
(i.e., preserve every active candidate with a constant prob-
ability) for graphic or transversal matroids.
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Near-Optimal Explainable k-Means for All Dimen-

sions

Many clustering algorithms are guided by certain cost func-
tions such as the widely-used k-means cost. These algo-
rithms divide data points into clusters with often com-
plicated boundaries, creating difficulties in explaining the
clustering decision. In a recent work, Dasgupta, Frost,
Moshkovitz, and Rashtchian (ICML 2020) introduced ex-
plainable clustering, where the cluster boundaries are axis-
parallel hyperplanes and the clustering is obtained by ap-
plying a decision tree to the data. The central question
here is: how much does the explainability constraint in-
crease the value of the cost function? Given d-dimensional
data points, we show an efficient algorithm that finds
an explainable clustering whose k-means cost is at most
k1−2/d poly(d log k) times the minimum cost achievable by
a clustering without the explainability constraint, assum-
ing k, d ≥ 2. Taking the minimum of this bound and the
k polylog(k) bound in independent work by Makarychev-
Shan (ICML 2021), Gamlath-Jia-Polak-Svensson (2021),
or Esfandiari-Mirrokni-Narayanan (2021), we get an im-

proved bound of k1−2/d polylog(k), which we show is opti-
mal for every choice of k, d ≥ 2 up to a poly-logarithmic
factor in k. For d = 2 in particular, we show an
O(log k log log k) bound, improving near-exponentially over
the previous best bound of O(k log k) by Laber and Murt-
inho (ICML 2021).
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How Many Clusters ? - An Algorithmic Answer

Many algorithms for clustering high dimensional data as-
sume that k, the number of clusters, is given. However,
there has been little work on provably inferring k from
the data. This paper gives polynomial time algorithms for
finding k from the data assuming it satisfies certain nat-
ural deterministic conditions. Informally, we assume that
there is a Ground Truth (GT) clustering of the data such
that: (i) Each cluster has a certain minimum size, (ii) the
inter-mean separation of any two distinct clusters in the
GT is large enough, and (iii) we define a novel “no large
sub-cluster’(NLSC) property that characterizes the notion
of a cluster by stipulating that there be no subsets of low
“directional variance’. NLSC is indeed satisfied by large
class of distributions. The first main contribution is an al-
gorithm for finding k where m, the minimum GT cluster
size, is known. This algorithm uses a novel rounding pro-
cedure which finds subsets of size m with low Directional
Variance by rounding a SDP relaxation. It is shown that k
is precisely the number of such sets whose means are well-
separated. The harder problem of finding k when m not
given is addressed by running the previous algorithm for
each value of m to find candidate values of k and the cor-
responding k-clustering. The second major contribution of
this paper is a test which certifies the correct candidate
thereby yielding a polynomial time algorithm which finds
k.
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CP33

Almost Tight Approximation Algorithms for Ex-
plainable Clustering

Recently, due to an increasing interest for transparency in
artificial intelligence, several methods of explainable ma-
chine learning have been developed with the simultaneous
goal of accuracy and interpretability by humans. In this
paper, we study a recent framework of explainable clus-
tering first suggested by Dasgupta et al. Specifically, we
focus on the k-means and k-median problems and provide
nearly tight upper and lower bounds. First, we provide
an O(log k log log k)-approximation algorithm for explain-
able k-median, improving on the best known algorithm of
O(k) (Dasgupta et al.) and nearly matching the known
Ω(log k) lower bound (Dasgupta et al.). In addition, in
low-dimensional spaces d � log k, we show that our algo-
rithm also provides an O(d log2 d)-approximate solution for
explainable k-median. This improves over the best known
bound of O(d log k) for low dimensions (Laber and Murt-
inho), and is a constant for constant dimensional spaces.
To complement this, we show a nearly matching Ω(d) lower
bound. Next, we study the k-means problem in this con-
text and provide an O(k log k)-approximation algorithm for
explainable k-means, improving over the O(k2) bound of
Dasgupta et al. and the O(dk log k) bound of Laber and
Murtinho. To complement this we provide an almost tight
Ω(k) lower bound, improving over the Ω(log k) lower bound
of Dasgupta et al.
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CP33

Approximating Fair Clustering with Cascaded
Norm Objectives

We introduce the (p, q)-Fair Clustering problem. In this
problem, we are given a set of points P and a collection
of different weight functions W . We would like to find a
clustering which minimizes the �q-norm of the vector over
W of the �p-norms of the weighted distances of points in P
from the centers. This generalizes various clustering prob-
lems, including Socially Fair k-Median and k-Means, and
is closely connected to other problems such as Densest k-
Subgraph and Min k-Union. We utilize convex program-
ming techniques to approximate the (p, q)-Fair Clustering
problem for different values of p and q. When p ≥ q, we get
an O(k(p−q)/(2pq)), which nearly matches a kΩ((p−q)/(pq))

lower bound based on conjectured hardness of Min k-Union
and other problems. When q ≥ p, we get an approximation
which is independent of the size of the input for bounded
p, q, and also matches the recent O((log n/(log log n))1/p)-
approximation for (p,∞)-Fair Clustering by Makarychev
and Vakilian (COLT 2021).
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CP34

On The Complexity Of Binary Polynomial Opti-
mization Over Acyclic Hypergraphs

In this work we advance the understanding of the funda-
mental limits of computation for Binary Polynomial Op-
timization (BPO), which is the problem of maximizing a
given polynomial function over all binary points. In our
main result we provide a novel class of BPO that can
be solved efficiently both from a theoretical and computa-
tional perspective. In fact, we give a strongly polynomial-
time algorithm for instances whose corresponding hyper-
graph is β-acyclic. We note that the β-acyclicity assump-
tion is natural in several applications including relational
database schemes and the lifted multicut problem on trees.
Due to the novelty of our proving technique, we obtain an
algorithm which is interesting also from a practical view-
point. This is because our algorithm is very simple to im-
plement and the running time is a polynomial of very low
degree in the number of nodes and edges of the hypergraph.
Our result completely settles the computational complex-
ity of BPO over acyclic hypergraphs, since the problem is
NP-hard on α-acyclic instances. Our algorithm can also
be applied to any general BPO problem that contains β-
cycles. For these problems, the algorithm returns a smaller
instance together with a rule to extend any optimal solu-
tion of the smaller instance to an optimal solution of the
original instance.
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CP34

Congruency-Constrained TU Problems Beyond the
Bimodular Case

A long-standing open question in Integer Programming is
whether integer programs with constraint matrices with
bounded subdeterminants are efficiently solvable. An im-
portant special case thereof are congruency-constrained in-
teger programs min{c�x : Tx ≤ b, γ�x ≡ r (mod m), x ∈
Zn} with a totally unimodular constraint matrix T . Such
problems have been shown to be polynomial-time solvable
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for m = 2, which led to an efficient algorithm for inte-
ger programs with bimodular constraint matrices, i.e., full-
rank matrices whose n×n subdeterminants are bounded by
two in absolute value. Whereas these advances heavily re-
lied on existing results on well-known combinatorial prob-
lems with parity constraints, new approaches are needed
beyond the bimodular case, i.e., for m > 2. We make first
progress in this direction through several new techniques.
In particular, we show how to efficiently decide feasibility
of congruency-constrained integer programs with a totally
unimodular constraint matrix for m = 3. Furthermore,
for general m, our techniques also allow for identifying flat
directions of infeasible problems, and deducing bounds on
the proximity between solutions of the problem and its re-
laxation.
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Computing Lewis Weights to High Precision

We present an algorithm for computing approximate �p
Lewis weights to high precision. Given a full-rank A ∈
Rm×n with m ≥ n and a scalar p > 2, our algorithm com-

putes �-approximate �p Lewis weights of A in Õp(log(1/�))
iterations; the cost of each iteration is linear in the input
size plus the cost of computing the leverage scores of DA
for diagonal D ∈ Rm×m. Prior to our work, such a com-
putational complexity was known only for p ∈ (0, 4) [?],
and combined with this result, our work yields the first
polylogarithmic-depth polynomial-work algorithm for the
problem of computing �p Lewis weights to high precision for
all constant p > 0. An important consequence of this re-
sult is also the first polylogarithmic-depth polynomial-work
algorithm for computing a nearly optimal self-concordant
barrier for a polytope.
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CP34

On Finding Exact Solutions of Linear Programs in
the Oracle Model

We consider linear programming in the oracle model:
min c�x s.t. x ∈ P , where the polyhedron P = {x ∈
Rn : Ax ≤ b} is given by a separation oracle that re-
turns violated inequalities from the system Ax ≤ b. We
present an algorithm that finds exact primal and dual solu-
tions using O(n2 log(n/δ)) oracle calls and O(n4 log(n/δ)+
n5 log log(1/δ)) arithmetic operations, where δ is a geomet-
ric condition number associated with the system (A, b).
These bounds do not depend on the cost vector c. The
algorithm works in a black box manner, requiring a subrou-
tine for approximate primal and dual solutions; the above
running times are achieved when using the cutting plane
method of Jiang, Lee, Song, and Wong (STOC 2020) for
this subroutine. Whereas approximate solvers may return
primal solutions only, we develop a general framework for
extracting dual certificates based on the work of Burrell
and Todd (Math. Oper. Res. 1985). Our algorithm
works in the real model of computation, and extends results

by Grötschel, Lovász, and Schrijver (Prog. Comb. Opt.
1984), and by Frank and Tardos (Combinatorica 1987) on
solving LPs in the bit-complexity model. We show that
under a natural assumption, simultaneous Diophantine ap-
proximation in these results can be avoided.
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CP35

Pattern Matching on Grammar-Compressed
Strings in Linear Time

In the compressed pattern matching problem we are given
a compressed representation of the text, with n being the
length of the compressed representation and N being the
length of the text, and an uncompressed pattern of length
m. The most challenging (and yet relevant when work-
ing with highly repetitive data, say biological information)
scenario is when the chosen compression method is capable
of describing a string of exponential length (in the size of
its representation). An elegant formalism for such a com-
pression method is that of straight-line programs, which
are simply context-free grammars describing exactly one
string. While it has been known that compressed pattern
matching problem can be solved in O(m+n logN) time for
this compression method, designing a linear-time algorithm
remained open. We resolve this open question by present-
ing an O(n+m) time algorithm that, given a context-free
grammar of size n that produces a single string t and a
pattern p of length m, decides whether p occurs in t as a
substring. To this end, we devise improved solutions for
the weighted ancestor problem and the substring concate-
nation problem.

Pawel Gawrychowski
University of Wroclaw
gawry@cs.uni.wroc.pl

Moses Ganardi
Max Planck Institute for Software Systems
ganardi@mpi-sws.org

CP35

Near-Optimal Quantum Algorithms for String
Problems

We study quantum algorithms for several fundamental
string problems, including Longest Common Substring,
Lexicographically Minimal String Rotation, and Longest
Square Substring. These problems have been widely stud-
ied in the stringology literature since the 1970s, and are
known to be solvable by near-linear time classical algo-
rithms. In this work, we give quantum algorithms for
these problems with near-optimal query complexities and
time complexities. Specifically, we show that: LCS can be
solved by a quantum algorithm in Õ(n2/3) time, improv-

ing upon the recent Õ(n5/6)-time algorithm by Le Gall and
Seddighin (2020). Our algorithm uses the MNRS quantum
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walk framework, together with a careful combination of
string synchronizing sets (Kempa and Kociumaka, 2019)
and generalized difference covers. LMSR can be solved by
a quantum algorithm in n1/2+o(1) time, improving upon the
recent Õ(n3/4)-time algorithm by Wang and Ying (2020).
We design our algorithm by first giving a new classical
divide-and-conquer algorithm in near-linear time based on
exclusion rules, and then speeding it up quadratically using
nested Grover search and quantum minimum finding. LSS
can be solved by a quantum algorithm in Õ(

√
n) time. Our

algorithm is an adaptation of the algorithm by Le Gall and
Seddighin for the Longest Palindromic Substring problem,
but uses additional techniques to overcome the difficulty
that binary search no longer applies.
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CP35

An Upper Bound and Linear-Space Queries on the
LZ-End Parsing

Lempel-Ziv (LZ77) compression is the most commonly
used lossless compression algorithm. The basic idea is
to greedily break the input string into blocks (called
”phrases”), every time forming as a phrase the longest
prefix of the unprocessed part that has an earlier occur-
rence. In 2010, Kreft and Navarro introduced a variant of
LZ77 called LZ-End, that additionally requires the previ-
ous occurrence of each phrase to end at the boundary of an
already existing phrase. Due to its excellent practical per-
formance, they conjectured that it achieves a compression
that can be provably upper-bounded in terms of the LZ77
size. Despite the recent progress in understanding such re-
lation for other compression algorithms, no such result is
known for LZ-End. We prove that for any string of length
n, the number ze of phrases in the LZ-End parsing satisfies
ze = O(z log2 n), where z is the number of phrases in the
LZ77 parsing. This puts LZ-End among the strongest dic-
tionary compressors and solves a decade-old open problem
of Kreft and Navarro. Using our techniques we also derive
bounds for other variants of LZ-End and with respect to
other compression measures. Our second contribution is a
data structure that implements random access queries to
the text in O(ze) space and O(polylog n) time. All previ-
ous data structures either incur a logarithmic penalty in
the space or have slow queries.
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How Compression and Approximation Affect Effi-
ciency in String Distance Measures

In this work, we study the time complexity of sequence
similarity problems for highly compressible data. We con-
sider grammar compression, which unifies many relevant
compression schemes. For two strings of total length N
and total compressed size n, it is known that the edit dis-
tance (ED) and longest common subsequence (LCS) can

be computed exactly in time Õ(nN), as opposed to O(N2)
for the uncompressed setting. When k > 2 strings are con-
cerned, the fastest known exact algorithms for median-ED
and LCS take O(Nk) time, whereas the one for center-ED

takes O(N2k) time. This naturally raises the question if
compression can help to reduce the running times signifi-
cantly for k > 2. Unfortunately, we show new lower bounds
that rule out any improvement beyond Ω(Nk−1n) time for
any of these problems assuming the Strong Exponential
Time Hypothesis. We thus ask if allowing approximation
can help, and we show that it can be surprisingly effective
for compressed data. We develop an Õ(Nk/2nk/2)-time

FPTAS for median-ED and an Õ(Nk/2+o(k)nk/2)-time FP-

TAS for center-ED. In comparison, no O(Nk−Ω(1))-time
PTAS is known for these problems in the uncompressed
setting. For k = 2, we get an Õ(N2/3n4/3)-time FPTAS

for both ED and LCS. In contrast, there is no O(N2−Ω(1))-

time algorithm that approximates LCS up to an No(1) fac-
tor.
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CP36

A Simple Deterministic Algorithm for Systems of
Quadratic Polynomials over F2

This article discusses a simple deterministic algorithm for
solving quadratic Boolean systems which is essentially a
special case of more sophisticated methods. The main idea
fits in a single sentence: guess enough variables so that
the remaining quadratic equations can be solved by lin-
earization (i.e. by considering each remaining monomial
as an independent variable and solving the resulting lin-
ear system) and restart until the solution is found. Under
strong heuristic assumptions, this finds all the solutions of
m quadratic polynomials in n variables with˜

O
(
2n−√

2m
)

operations. Although the best known algo-

rithms require exponentially less time, the present tech-
nique has the advantage of being simpler to describe and
easy to implement. In strong contrast with the state-of-
the-art, it is also quite efficient in practice.

Charles Bouillaguet
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Parameterizing the Permanent: Hardness for
Fixed Excluded Minors

In the 1960s, statistical physicists discovered a fascinating
algorithm for counting perfect matchings in planar graphs.
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Valiant later showed that the same problem is #P-hard
for general graphs. Since then, the algorithm for planar
graphs was extended to bounded-genus graphs, to graphs
excludingK3,3 orK5 as a minor, and more generally, to any
graph class excluding a fixed minor H that can be drawn in
the plane with a single crossing. This stirred up hopes that
counting perfect matchings might be polynomial-time solv-
able for graph classes excluding any fixed minor H. Alas, in
this paper, we show #P-hardness for K8-minor-free graphs
by a simple and self-contained argument.
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CP36

A Tighter Relation Between Hereditary Discrep-
ancy and Determinant Lower Bound

In seminal work, Lovász, Spencer, and Vesztergombi [Eu-
ropean J. Combin., 1986] proved a lower bound for the
hereditary discrepancy of a matrix A ∈ Rm×n in terms
of the maximum | det(B)|1/k over all k × k submatri-
ces B of A. We show algorithmically that this deter-
minant lower bound can be off by at most a factor of
O(

√
log(m) · log(n)), improving over the previous bound

of O(log(mn) ·√log(n)) given by Matoušek [Proc. of the
AMS, 2013]. Our result immediately implies herdisc(F1 ∪
F2) ≤ O(

√
log(m) · log(n)) ·max(herdisc(F1), herdisc(F2)),

for any two set systems F1,F2 over [n] satisfying |F1 ∪
F2| = m. Our bounds are tight up to constants when
m = O(poly(n)) due to a construction of Pálvölgyi [Dis-
crete Comput. Geom., 2010] or the counterexample to
Beck’s three permutation conjecture by Newman, Neiman
and Nikolov [FOCS, 2012].
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Faster Exponential Algorithm for Permutation
Pattern Matching

The Permutation Pattern Matching problem asks, given
two permutations σ on n elements and π, whether σ ad-
mits a subsequence with the same relative order as π (or,
in the counting version, how many such subsequences are
there). This natural problem was shown by Bose, Buss and
Lubiw [IPL 1998] to be NP-complete, and hence we should
seek exact exponential time solutions. The asymptotically
fastest such solution up to date, by Berendsohn, Kozma
and Marx [IPEC 2019], works in O(1.6181n) time. We de-
sign a simple and faster O(1.415n) time algorithm for both
the detection and the counting version. We also prove that
this is optimal among a certain natural class of algorithms.
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The Quantum Union Bound Made Easy

We give a short proof of Gao’s Quantum Union Bound and
Gentle Sequential Measurement theorems.
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CP37

Private Interdependent Valuations

We consider the single-item interdependent value setting,
where a single item is auctioned to n buyers, and each
buyer has a private signal si describing a piece of infor-
mation about the item. Additionally, each bidder i has a
valuation function vi(s1, . . . , sn) mapping the private sig-
nals of all buyers into their value for the item. This setting
captures scenarios where the items information is asym-
metric or dispersed among agents. It is generally assumed
that each bidders valuation function vi is public knowledge,
but in many situations, the seller may not know the bid-
ders valuation functions. In this paper, we design mecha-
nisms that guarantee approximately-optimal social welfare
while satisfying ex-post incentive compatibility and indi-
vidually rationality for the case where the valuation func-
tions are private to the bidders. When the valuations are
private, we show that no finite bound on the social welfare
can be achieved by any deterministic mechanism even un-
der single-crossing. Moreover, no randomized mechanism
can guarantee better than n-approximation. We thus con-
sider valuation functions that are submodular over signals
(SOS), introduced by Eden et al. [EC19]. Our main result
is an O(log2(n))-approximation randomized mechanism for
buyers with private signals and valuations under the SOS
condition. We also give a tight T (k)-approximation mech-
anism for the case each agent’s valuation depends on at
most k other signals.
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Fixed-Price Approximations in Bilateral Trade

We consider the bilateral trade problem, in which two
agents trade a single indivisible item. It is known that the
only dominant-strategy truthful mechanism is the fixed-
price mechanism: given commonly known distributions of
the buyer’s value B and the seller’s value S, a price p
is offered to both agents and trade occurs if S ≤ p ≤
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B. The objective is to maximize either expected wel-
fare E[S + (B − S)1S≤p≤B] or expected gains from trade
E[(B − S)1S≤p≤B ]. We improve the approximation ratios
for several welfare maximization variants of this problem.
When the agents’ distributions are identical, we show that

the optimal approximation ratio for welfare is 2+
√

2
4

. With
just one prior sample from the common distribution, we
show that a 3/4-approximation to welfare is achievable.
When agents’ distributions are not required to be iden-
tical, we show that a previously best-known (1 − 1/e)-
approximation can be strictly improved, but 1 − 1/e is
optimal if only the seller’s distribution is known.
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Metric Distortion Bounds for Randomized Social
Choice

Consider the following social choice problem. Suppose we
have a set of n voters and m candidates that lie in a met-
ric space. The goal is to design a mechanism to choose a
candidate whose average distance to the voters is as small
as possible. However, the mechanism doesn’t get direct
access to the metric space. Instead, it gets each voter’s
ordinal ranking of the candidates by distance. Given only
this partial information, what is the smallest worst-case ap-
proximation ratio (known as the distortion) that a mech-
anism can guarantee? A simple example shows that no
deterministic mechanism can guarantee distortion better
than 3, and no randomized mechanism can guarantee dis-
tortion better than 2. It has been conjectured that both
of these lower bounds are optimal, and recently, Gkatzelis,
Halpern, and Shah proved this conjecture for deterministic
mechanisms. We disprove the conjecture for randomized
mechanisms for m ≥ 3 by constructing elections for which
no randomized mechanism can guarantee distortion better
than 2.0261 for m = 3, 2.0496 for m = 4, up to 2.1126
as m → ∞. We obtain our lower bounds by identifying a
class of simple metrics that appear to capture much of the
hardness of the problem, and we show that any random-
ized mechanism must have high distortion on one of these
metrics. We conjecture that these bounds give the opti-
mal distortion for every m, and provide a proof for m = 3,
thereby resolving that case.
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Deterministic Budget-Feasible Clock Auctions

We revisit the well-studied problem of budget-feasible pro-
curement, where a buyer with a strict budget constraint
seeks to acquire services from a group of strategic providers

(the sellers). During the last decade, several strategyproof
budget-feasible procurement auctions have been proposed,
aiming to maximize the value of the buyer, while eliciting
each seller’s true cost for providing their service. These so-
lutions predominantly take the form of randomized sealed-
bid auctions: they ask the sellers to report their private
costs and then use randomization to determine which sub-
set of services will be procured and how much each of
the chosen providers will be paid, ensuring that the to-
tal payment does not exceed the buyer’s budget. Our
main result in this paper is a novel method for designing
budget-feasible auctions, leading to solutions that outper-
form the previously proposed auctions in multiple ways.
First, our solutions take the form of descending clock auc-
tions, and thus satisfy a list of very appealing properties,
such as obvious strategyproofness, group strategyproof-
ness, transparency, and unconditional winner privacy; this
makes these auctions much more likely to be used in prac-
tice. Second, in contrast to previous results that heavily
depend on randomization, our auctions are deterministic.
As a result, we provide an affirmative answer to one of the
main open questions in this literature, asking whether a
deterministic strategyproof auction can achieve a constant
approximation when the buyer’s valuation function is sub-
modular over the set of services. In addition to this, we
also provide the first deterministic budget-feasible auction
that matches the approximation bound of the best-known
randomized auction for the class of subadditive valuations.
Finally, using our method, we improve the best-known ap-
proximation factor for monotone submodular valuations,
which has been the focus of most of the prior work.
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Deterministic and Las Vegas Algorithms for Sparse
Nonnegative Convolution

Computing the convolution A � B of two length-n inte-
ger vectors A,B is a core problem in several disciplines.
For many of its applications it typically suffices to com-
pute convolutions of nonnegative vectors. This problem
can be classically solved in time O(n log n) using the Fast
Fourier Transform. However, in many applications the in-
volved vectors are sparse and hence one could hope for
output-sensitive algorithms. This question was raised by
Muthukrishnan and solved by Cole and Hariharan (STOC
’02) by a randomized algorithm running in near-linear time
in the (unknown) output-size t. Chan and Lewenstein
(STOC ’15) presented a deterministic algorithm with a

2O(
√
log t·log log n) overhead in running time and an addi-

tional assumption which was later removed by Bringmann
and Nakos (ICALP ’21). In this paper we present the
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first deterministic near-linear-time algorithm for comput-
ing sparse nonnegative convolutions. This immediately
gives improved deterministic algorithms for the state-of-
the-art of output-sensitive Subset Sum, block-mass pat-
tern matching, N-fold Boolean convolution, and others,
matching up to log-factors the fastest known randomized
algorithms for these problems. Additionally, we provide
two fast Las Vegas algorithms for computing sparse non-
negative convolutions: A simple O(t log2 t)-time algorithm
(as an accessible alternative to Cole and Hariharan’s algo-
rithm) and improved O(t log t · log log t)-time algorithm.
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Near-Optimal Algorithms for Linear Algebra in the
Current Matrix Multiplication Time

In the numerical linear algebra community, it was sug-
gested that to obtain nearly optimal bounds for various
problems such as rank computation, finding a maximal
linearly independent subset of columns (a basis), regres-
sion, or low-rank approximation, a natural way would be
to resolve the main open question of Nelson and Nguyen
(FOCS, 2013). This question is regarding the logarithmic
factors in the sketching dimension of existing oblivious sub-
space embeddings that achieve constant-factor approxima-
tion. We show how to bypass this question using a refined
sketching technique, and obtain optimal or nearly optimal
bounds for these problems. A key technique we use is an
explicit mapping of Indyk based on uncertainty principles
and extractors, which after first applying known oblivious
subspace embeddings, allows us to quickly spread out the
mass of the vector so that sampling is now effective. We
thereby avoid a logarithmic factor in the sketching dimen-
sion that is standard in bounds proven using the matrix
Chernoff inequality. For the fundamental problems of rank
computation and finding a basis, our algorithms improve
Cheung, Kwok, and Lau (JACM, 2013), and are optimal to
within a constant factor and a poly(loglog(n))-factor, re-
spectively. Further, for constant-factor regression and low-
rank approximation we give the first optimal algorithms,
for the current matrix multiplication exponent.
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CP38

Simulating Random Walks in Random Streams

The random order graph streaming model has received sig-
nificant attention recently, with problems such as matching
size estimation, component counting, and the evaluation of
bounded degree constant query testable properties shown
to admit surprisingly space efficient algorithms. The main
result of this paper is a space efficient single pass random
order streaming algorithm for simulating nearly indepen-
dent random walks that start at uniformly random vertices.
We show that the distribution of k-step walks from b ver-
tices chosen uniformly at random can be approximated up

to error ε per walk using (1/ε)O(k)2O(k2) · b words of space
with a single pass over a randomly ordered stream of edges,
solving an open problem of Peng and Sohler [SODA ‘18].
Applications of our result include the estimation of the av-
erage return probability of the k-step walk (the trace of
the kth power of the random walk matrix) as well as the
estimation of PageRank. We complement our algorithm
with a strong impossibility result for directed graphs.
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CP38

Improved Sliding Window Algorithms for Cluster-
ing and Coverage via Bucketing-Based Sketches

Streaming computation plays an important role in large-
scale data analysis. The sliding window model is a model of
streaming computation which also captures the recency of
the data. In this model, data arrives one item at a time, but
only the latest W data items are considered for a particular
problem. The goal is to output a good solution at the
end of the stream by maintaining a small summary during
the stream. In this work, we propose a new algorithmic
framework for designing efficient sliding window algorithms
via bucketing-based sketches. Based on this new framework,
we develop space-efficient sliding window algorithms for k-
cover, k-clustering and diversity maximization problems.
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For each of the above problems, our algorithm achieves
(1± ε)-approximation. Compared with the previous work,
it improves both the approximation ratio and the space.
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CP39

Optimal Angle Bounds for Steiner Triangulations
of Polygons

For any simple polygon P we compute the optimal upper
and lower angle bounds for triangulating P with Steiner
points, and show that these bounds can be attained (ex-
cept in one special case). The sharp angle bounds for
an N-gon are computable in time O(N), even though the
number of triangles needed to attain these bounds has no
bound in terms of N alone. In general, the sharp upper
and lower bounds cannot both be attained by a single tri-
angulation, although this does happen in some cases. For
example, we show that any polygon with minimal interior
angle θ has a triangulation with all angles in the interval
I = [θ, 90◦ −min(36◦, θ)/2], and for θ ≤ 36◦ both bounds
are best possible. Surprisingly, we prove the optimal angle
bounds for polygonal triangulations are the same as for tri-
angular dissections. The proof of this verifies, in a stronger
form, a 1984 conjecture of Gerver.
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CP39

Polygon Placement Revisited: (Degree of Freedom
+ 1)-Sum Hardness and an Improvement via Of-
fline Dynamic Rectangle Union

We revisit the classical problem of determining the largest
copy of a simple polygon P that can be placed into a simple
polygon Q. Despite significant effort, known algorithms re-
quire high polynomial running times. (Barequet and Har-
Peled, 2001) give a lower bound of n2−o(1) under the 3SUM
conjecture when P and Q are (convex) polygons with Θ(n)
vertices each. This leaves open whether we can establish
(1) hardness beyond quadratic time and (2) any superlinear
bound for constant-sized P or Q. In this paper, we affirma-
tively answer these questions under the kSUM conjecture,
proving natural hardness results that increase with each
degree of freedom (scaling, x-translation, y-translation, ro-
tation): (1) Finding the largest copy of P that can be
x-translated into Q requires time n2−o(1) under the 3SUM
conjecture. (2) Finding the largest copy of P that can be
arbitrarily translated into Q requires time n2−o(1) under
the 4SUM conjecture. (3) The above lower bounds are al-

most tight when one of the polygons is of constant size: we
obtain an Õ((pq)2.5)-time algorithm for orthogonal poly-
gons P,Q with p and q vertices, respectively. (4) Finding
the largest copy of P that can be arbitrarily rotated and
translated into Q requires time n3−o(1) under the 5SUM
conjecture. We are not aware of any other such natural
(degree of freedom +1)-SUM hardness for a geometric op-
timization problem.
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CP39

Preprocessing Imprecise Points for the Pareto
Front

The preprocessing model for uncertain data models the ge-
ometric imprecision of day-to-day algorithmic input. In the
preprocessing model we are given a set of regions R which
model the uncertainty associated with an unknown set of
points P. In this model there are two phases: a preprocess-
ing phase, in which we have access only to R, followed by
a reconstruction phase, in which we have access to points
in P at a certain retrieval cost C per point. We study
the following algorithmic question: how fast can we com-
pute the maximal points in P in the preprocessing model?
We show that if R is a set of pairwise-disjoint axis-aligned
rectangles, then we can preprocess R to reconstruct the
staircase of maximal points of P efficiently. To refine our
algorithmic analysis, we introduce a new notion of algorith-
mic optimality which relates to the entropy of the uncer-
tainty regions. Our proposed uncertainty-region optimality
falls on the spectrum between worst-case optimality and
instance optimality. We prove that instance optimality is
unobtainable for a wide class of problems in the prepro-
cessing model. Our results are worst-case optimal in the
preprocessing phase; in the reconstruction phase, our re-
sults are uncertainty-region optimal with respect to real
RAM instructions, and instance optimal with respect to
point retrievals.

Ivor Van Der Hoog
Utrecht University
vanderhoog@gmail.com

Irina Kostitsyna
Technical University Eindhoven
i.kostitsyna@tue.nl

Maarten Löffler
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CP39

Constructing Many Faces in Arrangements of Lines
and Segments

We present new algorithms for computing many faces in
arrangements of lines and segments. Given a set S of
n lines (resp., segments) and a set P of m points in
the plane, the problem is to compute the faces of the
arrangements of S that contain at least one point of
P . These problems have been extensively studied be-
fore and our new algorithms improve the previous work.
For the line case, we give a deterministic algorithm of
O(m2/3n2/3 log2/3(n/

√
m) + (m + n) log n) time. For the

segment case, we present a deterministic algorithm of
O(n2/3m2/3 log n + τ (nα2(n) + n logm + m) log n) time,
where τ = min{logm, log(n/

√
m)} and α(n) is the inverse

Ackermann function. We also give a randomized algorithm
of O(m2/3K1/3 log n+ τ (nα(n) + n logm+m) log n logK)
expected time, where K is the number of intersections of
all segments of S. In addition, we consider the query ver-
sion of the problem, that is, preprocess S to compute the
face of the arrangement of S that contains any query point.
We present new results that improve the previous work for
both the line and the segment cases.
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Routed Be-Trees and Splinterdb: An Optimal
External-Memory Dictionary Data Structure and
Implementation
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Compact Data Structures for Running the Internet
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CP40

Improved Bounds for Scheduling Flows under End-
point Capacity Constraints

We study flow scheduling with node capacity constraints.
We are given capacitated nodes and an online sequence of
jobs, each with a release time and a demand to be routed
between two nodes. A schedule specifies which jobs are
routed in each step, guaranteeing that the total demand
on a node in any step is at most its capacity. A key met-
ric in this scenario is response time: the time between a
job’s release and its completion. Prior work shows no un-
augmented algorithm is competitive for average response

time, and that a constant factor competitive ratio is achiev-
able with augmentation exceeding 2 (Dinitz-Moseley Info-
com 2020). For maximum response time, the best known
result is a 2-competitive algorithm with augmentation 4
(Jahanjou et al SPAA 2020). We improve these bounds un-
der various response time objectives. We show that, with-
out resource augmentation, the best competitive ratio for
maximum response time is Ω(n), where n is the number of
nodes. Our Proportional Allocation algorithm uses (1+ ε)
resource augmentation to achieve a (1/ε)-competitive ra-
tio in the setting with general demands and capacities, and
splittable jobs. Our Batch Decomposition algorithm is 2-
competitive (resp., optimal) for maximum response time
using resource augmentation 2 (resp., 4) in the setting with
unit demands and capacities, and unsplittable jobs. We
also derive bounds for the simultaneous approximation of
average and maximum response time metrics.
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Semi-Streaming Dynamic Connectivity: To Infin-
ity and Beyond
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CP40

Unbiased Delay Measurement in the Data Plane

Network administrators are interested in measuring the dis-
tribution of delays (the time between a request and its
response), by directly running succinct algorithms within
high-speed network devices. Unfortunately, the consider-
able gap between the small available memory and the huge
volume of arriving traffic makes it challenging to design an
algorithm that accurately measures delays. Existing algo-
rithms exhibit bias against samples with higher delays. We
present fridges, a novel data structure that corrects for the
survivorship bias due to hash collisions, producing unbiased
estimates of the delay distribution. The key idea is to con-
sider a sample that was lucky enough to survive many in-
sertions into the data structure as a representative for other
similar samples that did not survive. We also show how to
combine results from multiple fridges, each optimized for a
different range of delays, for further accuracy gains. Simu-
lation experiments show our design outperforms prior work
using naive hash-indexed arrays, achieving 2x-4x memory
saving. We implement a prototype P4 program running on
the Intel Tofino programmable switch, using only moderate
hardware resources.
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CP41

An Improved Analysis of Greedy for Online Steiner
Forest

This paper considers the classic Online Steiner Forest prob-
lem where one is given a (weighted) graph G and an ar-
bitrary set of k terminal pairs {{s1, t1}, . . . , {sk, tk}} that
are required to be connected. The goal is to maintain a
minimum-weight sub-graph that satisfies all the connec-
tivity requirements as the pairs are revealed one by one.
It has been known for a long time that no algorithm (even
randomized) can be better than Ω(log(k))-competitive for
this problem. Interestingly, a simple greedy algorithm is
already very efficient for this problem. This algorithm
can be informally described as follows: Upon arrival of
a new pair {si, ti}, connect si and ti with the shortest
path in the current metric, contract the metric along the
chosen path and wait for the next pair. Although simple
and intuitive, greedy proved itself challenging to analyze
and its competitive ratio is a long-standing open prob-
lem in the area of online algorithms. The last progress
on this problem is due to an elegant analysis by Awer-
buch, Azar, and Bartal [SODA 1996], who showed that
greedy is O(log2(k))-competitive, and conjectured that is
should be Θ(log(k))-competitive. In this paper, we show
that greedy is O(log(k) log log(k))-competitive on a wide
class of instances, which contains all the lower bounds that
appeared in the literature so far.
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Augmenting Edge Connectivity via Isolating Cuts

We give an algorithm for augmenting the edge connectivity
of an undirected graph by using the isolating cuts frame-
work (Li and Panigrahi, FOCS ’20). Our algorithm uses
poly-logarithmic calls to any max-flow algorithm, which
yields a running time of Õ(m+ n3/2) and improves on the
previous best time of Õ(n2) (Benczur and Karger, SODA
’98) for this problem. We also obtain an identical improve-
ment in the running time of the closely related edge split-
ting off problem in undirected graphs.
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CP41

Polynomial Integrality Gap of Flow LP for Directed
Steiner Tree

In the Directed Steiner Tree (DST) problem, we are given
a directed graph G = (V,E) on n vertices with edge-costs
c ∈ RE

≥0, a root vertex r, and a set K of k terminals. The
goal is to find a minimum-cost subgraph of G that con-
tains a path from r to every terminal t ∈ K. DST has
been a notorious problem for decades as there is a large
gap between the best-known polynomial-time approxima-
tion ratio of O(k�) for any constant � > 0, and the best

quasi-polynomial-time approximation ratio of O
(

log2 k
log log k

)
.

Towards understanding this gap, we study the integrality
gap of the standard flow LP relaxation for the problem.
We show that the LP has an integrality gap polynomial in
n. Previously, the integrality gap LP is only known to be

Ω
(

log2 n
log log n

)
[Halperin et al., SODA’03 & SIAM J. Com-

put.] and Ω(
√
k) [Zosin-Khuller, SODA’02] in some in-

stance with
√
k = O

(
log n

log log n

)
. Our result gives the first

known lower bound on the integrality gap of this stan-
dard LP that is polynomial in n, the number of vertices.
Consequently, we rule out the possibility of developing a
poly-logarithmic approximation algorithm for the problem
based on the flow LP relaxation.
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Local Search for Weighted Tree Augmentation and
Steiner Tree

We present a technique that allows for improving on some
relative greedy procedures by well-chosen (non-oblivious)
local search algorithms. Relative greedy procedures are a
particular type of greedy algorithm that start with a sim-
ple, though weak, solution, and iteratively replace parts
of this starting solution by stronger components. Some
well-known applications of relative greedy algorithms in-
clude approximation algorithms for Steiner Tree and, more
recently, for connectivity augmentation problems. The
main application of our technique leads to a (1.5 + �)-
approximation for Weighted Tree Augmentation, improv-
ing on a recent relative greedy based method with approxi-
mation factor 1+ln 2+� ≈ 1.69. Furthermore, we show how
our local search technique can be applied to Steiner Tree,
leading to an alternative way to obtain the currently best
known approximation factor of ln 4 + �. Contrary to prior
methods, our approach is purely combinatorial without the
need to solve an LP. Nevertheless, the solution value can
still be bounded in terms of the well-known hypergraphic
LP, leading to an alternative, and arguably simpler, tech-
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nique to bound its integrality gap by ln 4.
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CP42

Partially Optimal Edge Fault-Tolerant Spanners

Recent work has established that, for every positive in-
teger k, every n-node graph has a (2k − 1)-spanner with
O(f1−1/kn1+1/k) edges that is resilient to f edge or ver-
tex faults. For vertex faults, this bound is tight. However,
the case of edge faults is not as well understood: the best

known lower bound for general k is Ω(f
1
2
− 1

2k n1+1/k + fn).
Our main result is to nearly close this gap with an im-
proved upper bound, thus separating the cases of edge
and vertex faults. For odd k, our new upper bound

is Ok(f
1
2
− 1

2k n1+1/k + fn), which is tight up to hidden
poly(k) factors. For even k, our new upper bound is
Ok(f

1/2n1+1/k+fn), which leaves a gap of poly(k) f1/(2k).
Our proof is an analysis of the fault-tolerant greedy algo-
rithm, which requires exponential time, but we also show
that there is a polynomial-time algorithm which creates
edge fault tolerant spanners that are larger only by factors
of k.
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CP42

Near-Optimal Spanners for General Graphs in
(Nearly) Linear Time

Let G = (V,E,w) be a weighted undirected graph on |V | =
n vertices and |E| = m edges, k ≥ 1 be an integer, and � <
1 be any parameter. We present the following results on
fast constructions of spanners with near-optimal sparsity
and lightness (normalized notions of size and weight), cul-
minating a long line of work in this area. 1. One can con-
struct (2k−1)(1+�)-spanners forG with near-optimal spar-
sity O(n1/k · log(1/�)/�)): In time O(m log(1/�)/�)) in the
WORD-RAMmodel and in timeO(mα(m,n)·log(1/�)/�)+
SORT (m)) in the pointer-machine model; SORT (m) is
the time needed to sort m integers. 2. One can con-
struct (2k − 1)(1 + �)-spanners for G with near-optimal
bound O(n1/k · poly(1/�)) on both sparsity and lightness:
In time O(mα(m,n)·poly(1/�)) in the WORD-RAMmodel
and in time O(mα(m,n) · poly(1/�) + SORT (m)) in the
pointer-machine model. The previous fastest constructions
of (2k−1)(1+�)-spanners with near-optimal sparsity incur
runtime O(min{m(n1+1/k) + n log n, k · n2+1/k}), regard-
less of lightness. The greedy spanner for stretch 2k− 1 has
sparsity O(n1/k), with no �-dependence, but its runtime is

O(m(n1+1/k+n log n)). The previous best lightness bound
of any (2k−1)-spanner was poor regardless of sparsity and
runtime.
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CP42

Greedy Spanners in Euclidean Spaces Admit Sub-
linear Separators

The greedy spanner in a low dimensional Euclidean space
is a fundamental geometric construction that has been ex-
tensively studied over three decades. Recently, Eppstein
and Khodabandeh showed that the greedy spanner in R2

admits a sublinear separator. Their technique is inher-
ently planar and is not extensible to higher dimensions.
They left showing the existence of a small separator for the
greedy spanner in Rd for any constant d ≥ 3 as an open
problem. In this paper, we resolve the problem of Epp-
stein and Khodabandeh by showing that any subgraph of
k vertices of the greedy spanner in Rd has a separator of
size O(k1−1/d). We introduce a new technique that gives
a simple criterion for any geometric graph to have a sub-
linear separator that we dub τ -lanky: a geometric graph
is τ -lanky if any ball of radius r cuts at most τ edges of
length at least r in the graph. We show that any τ -lanky
geometric graph of n vertices in Rd has a separator of size
O(τn1−1/d). We then derive our main result by showing
that the greedy spanner is O(1)-lanky. Our technique nat-
urally extends to doubling metrics. We use the τ -lanky
criterion to show that there exists a (1 + �)-spanner for
doubling metrics of dimension d with a constant maximum

degree and a separator of size O(n1− 1
d ); this result resolves

an open problem posed by Abam and Har-Peled a decade
ago.
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Better Lower Bounds for Shortcut Sets and Addi-
tive Spanners via An Improved Alternation Prod-
uct

We obtain improved lower bounds for additive spanners,
additive emulators, and diameter-reducing shortcut sets.
Spanners and emulators are sparse graphs that approxi-
mately preserve the distances of a given graph. A short-
cut set is a set of edges that when added to a directed
graph, decreases its diameter. The previous best known
lower bounds for these three structures are given by Huang
and Pettie [HP18]. For O(n)-sized spanners, we improve
the lower bound on the additive stretch from Ω(n1/11) to
Ω(n2/21). For O(n)-sized emulators, we improve the lower
bound on the additive stretch from Ω(n1/18) to Ω(n2/29).
For O(m)-sized shortcut sets, we improve the lower bound
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on the graph diameter from Ω(n1/11) to Ω(n1/8). Our
key technical contribution, which is the basis of all of our
bounds, is an improvement of a graph product known as
an alternation product.
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CP43

Algorithms using Local Graph Features to Predict
Epidemics

We study a simple model of epidemics where an infected
node transmits the infection to its neighbors independently
with probability p. The size of an outbreak in this model
is closely related to that of the giant connected compo-
nent in ’edge percolation’, studied for a large class of net-
works including configuration model and preferential at-
tachment. Even though these models capture the role of
super-spreaders in the spread of an epidemic, they only
consider graphs that are locally tree like i.e. have a few
short cycles. Some generalizations of the configuration
model were suggested to capture local communities, known
as household models [Ball et al., 2009], or hierarchical con-
figuration model [Hofstad et al., 2015]. Here, we ask a
different question: what information is needed for general
networks to predict the size of an outbreak? Is it possible
to make predictions by accessing the distribution of small
subgraphs (or motifs)? We answer the question in the af-
firmative for large-set expanders with Benjamini-Schramm
limits. In particular, we show that there is an algorithm
which gives a (1− �) approximation of the probability and
the final size of an outbreak by accessing a constant-size
neighborhood of a constant number of nodes chosen uni-
formly at random. We also present corollaries of the theo-
rem for the preferential attachment model, and study gen-
eralizations with household (or motif) structure. The latter
was only known for the configuration model.
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CP43

Spectral Recovery of Binary Censored Block Mod-
els

Community detection is the problem of identifying commu-
nity structure in graphs. Often the graph is modeled as a

sample from the Stochastic Block Model, where the prob-
ability of creating an edge depends on the communities of
vertices. In this paper, we consider a model of censored
community detection with two communities, where most
of the data is missing as the status of only a small frac-
tion of the edges is revealed. In this model, vertices in the
same community are connected with probability p while
vertices in opposite communities are connected with prob-
ability q. The connectivity status of a given pair of vertices
{u, v} is revealed with probability α, independently, where
α = t log(n)/n. We establish the information-theoretic
threshold tc(p, q), such that no algorithm succeeds in re-
covering the communities exactly when t < tc(p, q). We
show that when t > tc(p, q), a simple spectral algorithm
based on a weighted, signed adjacency matrix succeeds in
recovering the communities exactly. While spectral algo-
rithms are shown to have near-optimal performance in the
symmetric case, we show that they may fail in the asym-
metric case where the connection probabilities inside the
two communities are allowed to be different. In particu-
lar, we show the existence of a parameter regime where
a simple two-phase algorithm succeeds but any algorithm
based on the top two eigenvectors of the weighted, signed
adjacency matrix fails.
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CP43

Fast Consensus via the Unconstrained Undecided
State Dynamics

We consider the plurality consensus problem for n agents.
Initially, each agent has one of k opinions. Agents choose
random interaction partners and revise their state accord-
ing to a fixed transition function, depending on their own
state and the state of the interaction partners. The goal
is to reach a configuration in which all agents agree on
the same opinion. If there is initially a sufficiently large
bias towards some opinions one of them should prevail. In
this paper we consider a synchronized variant of the unde-
cided state dynamics where the agents use so-called phase
clocks. The phase clocks divide the time in overlapping
phases. Each phase consists of a decision and a boost-
ing part. In the decision part, any agent that encounters
an agent with a different opinion becomes undecided. In
the boosting part, undecided agents adopt the first opin-
ion they encounter. We consider this dynamics both in the
sequential population model and the parallel gossip model.
In the population model agents interact in randomly cho-
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sen pairs, one pair per time step. The runtime is mea-
sured in parallel time (number of interactions divided by
n). We show that our protocol reaches consensus (w.h.p.)
in O(log2 n) parallel time, providing the first polylogarith-
mic result for k > 2 (w.h.p.) in this model. If there is
an initial bias of Ω(

√
n log n), then (w.h.p.) that opinion

wins. [Abstract truncated.]
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CP43

Co-Evolution of Opinion and Social Tie Dynamics
Towards Structural Balance

In this paper, we propose co-evolution models for both dy-
namics of opinions (people’s view on a particular topic) and
dynamics of social appraisals (the approval or disapproval
towards each other). We propose a co-evolution model,
where each vertex i in the network has a current opinion
vector vi and each edge (i, j) has a weight wij that models
the relationship between i, j. The system evolves as opin-
ions and edge weights are updated over time. We are in-
terested in characterizing the long-time behavior of the dy-
namic model – i.e., whether edge weights evolve to have sta-
ble signs (positive or negative) and structural balance (the
multiplication of weights on any triangle is non-negative).
Our main theoretical result solves the above dynamic sys-
tem with time-evolving opinions V (t) = [v1(t), · · · , vn(t)]
and social tie weights W (t) = [wij(t)]n×n. For a generic
initial opinion vector V (0) and weight matrix W (0), one
of the two phenomena must occur at the limit. The first
one is that both sign stability and structural balance. The
second one is that all the opinions converge to 0. We also
performed extensive simulations to examine how different
initial conditions affect the network evolution. Of partic-
ular interest is that our dynamic model can be used to
faithfully detect community structures.
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Algorithms for Non-Volatile Ram
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CP44

Analysis of Work-Stealing and Parallel Cache Com-
plexity

Parallelism has become extremely popular over the past
decade, and there have been a lot of new parallel algorithms
and software. The randomized work-stealing (RWS) sched-
uler is crucial in this ecosystem. In this paper, we study two
important topics related to the randomized work-stealing
scheduler. Our first contribution is a simplified, classroom-
ready version of analysis for the RWS scheduler. The the-
oretical efficiency of the RWS scheduler has been analyzed
for a variety of settings, but most of them are quite com-
plicated. In this paper, we show a new analysis, which we
believe is easy to understand, and can be especially use-
ful in education. We avoid using the potential function
in the analysis, and we assume an asynchronous setting,
which is more realistic for today’s parallel machines. Our
second and main contribution is new parallel cache bounds
for algorithms using the RWS scheduler. Although the
sequential I/O model has been well-studied over the past
decades, so far very few results have extended it to the par-
allel setting. The parallel cache bounds of many existing
algorithms are affected by a polynomial of the span, which
causes a significant overhead for high-span algorithms. Our
new analysis decouples the span from the analysis of the
parallel cache complexity, which allows us to show new par-
allel cache bounds for a list of classic algorithms. Our re-
sults are only a polylogarithmic factor off the lower bounds,
and significantly improve previous results.
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CP44

Locality-of-Reference Optimality of Cache-
Oblivious Algorithms

The program performance on modern hardware is charac-
terized by locality of reference, that is, it is faster to ac-
cess data that is close in address space to data that has
been accessed recently than data in a random location.
This is due to many architectural features including caches,
prefetching, virtual address translation and the physical
properties of a hard disk drive; attempting to model all
the components that constitute the performance of a mod-
ern machine is impossible, especially for general algorithm
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design purposes. What if one could prove an algorithm is
asymptotically optimal on all systems that reward locality
of reference, no matter how it manifests itself within rea-
sonable limits? We show that this is possible, and that
excluding some pathological cases, cache-oblivious algo-
rithms that are asymptotically optimal in the ideal-cache
model are asymptotically optimal in any reasonable set-
ting that rewards locality of reference. This is surprising
as the cache-oblivious framework envisions a particular ar-
chitectural model involving blocked memory transfer into a
multi-level hierarchy of caches of varying sizes, and was not
designed to directly model locality-of-reference correlated
performance.
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Using External Memory to Improve Cyber-
Security Stream Monitoring
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Survivability Via Path Disjointness for HyperX

Network survivability has been recognized as an issue of a
major importance in terms of security, stability and pros-
perity. This paper studies fundamental properties of Hy-
perX, an emerging topology for connecting supercomputing
and datacenter networks. We focus on the establishment
of paths with guaranteed survivability, allowing path avail-
ability even upon a restricted number of node failures. We
first examine the availability of disjoint paths connecting
a pair of input nodes. Disjoint paths guarantee path exis-
tence even upon a bounded number of link failures. We ex-
plore the inherent tradeoff between allowing slightly longer
paths and the ability to extend available sets of mutually
disjoint paths. Second, we study the availability of paths
in a HyperX topology that already observed link failures.
Such failures can increase the length of available paths or
even eliminate connectivity between network parts. Last,
we provide an evaluation to illustrate the analytical path

availability along with the potential impact of failures.
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New Trade-Offs for Fully Dynamic Matching via
Hierarchical EDCS

We study the maximummatching problem in fully dynamic
graphs: a graph is undergoing both edge insertions and
deletions, and the goal is to efficiently maintain a large
matching after each edge update. This problem has re-
ceived considerable attention in recent years. The known
algorithms naturally exhibit a trade-off between the qual-
ity of the matching maintained (i.e., the approximation
ratio) and the time needed per update. While several in-
teresting results have been obtained, the optimal behavior
of this trade-off remains largely unclear. Our main contri-
bution is a new approach to designing fully dynamic ap-
proximate matching algorithms that in a unified manner
not only (essentially) recovers all previously known trade-
offs that were achieved via very different techniques, but
reveals some new ones as well. Our approach is based on
a new and of possible independent interest generalization
of edge-degree constrained subgraphs (EDCS) that we call
hierarchical EDCS (HEDCS).
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A Near-Optimal Offline Algorithm for Dynamic
All-Pairs Shortest Paths in Planar Digraphs

In the planar, dynamic All-Pairs Shortest Paths (APSP)
problem, a planar, weighted digraph G undergoes a se-
quence of edge weight updates and the goal is to maintain
a data structure on G, that can quickly answer distance
queries between any two vertices x, y ∈ V (G). The cur-
rently best algorithms Fakcharoenphol and Rao [FOCS’01],
Klein [SODA’05] for this problem require Õ(n2/3) worst-
case update and query time, while conditional lower
bounds Abboud and Dahlgaard [FOCS’16] show that ei-
ther update or query time Ω̃(

√
n) is needed. In this article,

we present the first algorithm with near-optimal Õ(
√
n)

worst-case update and query time for the offline setting,
where the update sequence is given initially. This result
is obtained by giving the first offline dynamic algorithm
for maintaining dense distance graphs (DDGs) faster than
recomputing from scratch after each update. Further, we
also present an online algorithm for the incremental APSP
problem with Õ(

√
n) worst-case update/ query time. This

allows us to reduce the online dynamic APSP problem to
the online decremental APSP problem, which constitutes
partial progress even for the online version of this notorious
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problem.
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Dynamic Geometric Set Cover, Revisited

In the dynamic geometric set cover problem, points and
ranges may be inserted and deleted, and our goal is to effi-
ciently maintain a set cover solution. We give a plethora of
new dynamic geometric set cover data structures in 1D and
2D, which significantly improve and extend the previous re-
sults: * The first data structure for (1+ε)-approximate dy-
namic interval set cover with O(log3 n/ε) amortized update
time, improving O(nδ/ε) of Agarwal et al. [SoCG’20]. * A
data structure for O(1)-approximate dynamic unit-square

set cover with 2O(
√
log n) amortized update time, substan-

tially improving O(n1/2+δ) of Agarwal et al. [SoCG’20].
* A data structure for O(1)-approximate dynamic square
set cover with O(n1/2+δ) randomized amortized update
time, improving O(n2/3+δ) of Chan and He [SoCG’21]. *
A data structure for O(1)-approximate dynamic 2D half-
plane set cover with O(n17/23+δ) randomized amortized
update time. The previous solution for halfplanes by
Chan and He [SoCG’21] only reports the solution size. *
The first sublinear results for weighted dynamic geomet-
ric set cover. Specifically, we give a data structure for
(3+o(1))-approximate dynamic weighted interval set cover

with 2O(
√
log n log logn) amortized update time and a data

structure for O(1)-approximate dynamic weighted unit-
square set cover with O(nδ) amortized update time.
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Incremental SSSP for Sparse Digraphs Beyond the

Hopset Barrier

Given a directed, weighted graph G = (V,E) undergo-
ing edge insertions, the incremental single-source short-
est paths (SSSP) problem asks for the maintenance of ap-
proximate distances from a dedicated source s while opti-
mizing the total time required to process the insertion se-
quence of m edges. For sparse graphs, [Chechik and Zhang,
SODA’21] recently presented a deterministic Õ(m5/3) al-
gorithm for this problem, and an adaptive randomized ver-
sion with run-time Õ(m

√
n+m7/5). This algorithm is re-

markable for two reasons: 1) in very spare graphs it reaches
the directed hopset barrier of Ω̃(n3/2) that applied to all
previous approaches for partially-dynamic SSSP and 2) it
does not resort to a directed hopset technique itself. We in-
troduce propagation synchronization, a new technique for
controlling the error build-up on paths throughout batches
of insertions. This leads us to a significant improvement
of the approach in [Chechik and Zhang, SODA’21] yield-
ing a deterministic Õ(m3/2) algorithm for the problem. By
a very careful combination of our new technique with the
sampling approach from [Chechik and Zhang, SODA’21],
we further obtain an adaptive randomized algorithm with
total update time Õ(m4/3). This is the first partially-
dynamic SSSP algorithm in sparse graphs to bypass the
notorious directed hopset barrier.
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An Improved Algorithm for The k-Dyck Edit Dis-
tance Problem

A Dyck sequence is a sequence of opening and closing
parentheses (of various types) that is balanced. The Dyck
edit distance of a given sequence of parentheses S is the
smallest number of edit operations (insertions, deletions,
and substitutions) needed to transform S into a Dyck se-
quence. We consider the threshold Dyck edit distance
problem, where the input is a sequence of parentheses S
and a positive integer k, and the goal is to compute the
Dyck edit distance of S only if the distance is at most k, and
otherwise report that the distance is larger than k. Back-
urs and Onak [PODS’16] showed that the threshold Dyck
edit distance problem can be solved in O(n + k16) time.
In this work, we design new algorithms for the threshold
Dyck edit distance problem which costs O(n + k4.782036)
time with high probability or O(n + k4.853059) determin-
istically. Our algorithms combine several new structural
properties of the Dyck edit distance problem, a refined al-
gorithm for fast min-plus matrix product, and a careful
modification of ideas used in Valiant’s parsing algorithm.

Dvir Fried, Shay Golan
Bar Ilan University
friedvir1@gmail.com, golansh1@cs.biu.ac.il

Tomasz Kociumaka
UC Berkeley
kociumaka@mimuw.edu.pl



54	 ACM-SIAM Symposium on Discrete Algorithms (SODA22)SODA22 Abstracts 53

Tsvi Kopelowitz
Bar Ilan University, Israel
kopelot@gmail.com

Ely Porat
Bar Ilan University
porately@cs.biu.ac.il

Tatiana Starikovskaya
Ecole Normale Supérieure
Paris
tat.starikovskaya@gmail.com

CP46

On the Fine-Grained Complexity of the Un-
bounded SubsetSum and the Frobenius Problem

Consider positive integral solutions x ∈ Zn+1
≥0 to the equa-

tion a0x0 + . . . + anxn = t. In the so called unbounded
subset sum problem, the objective is to decide whether
such a solution exists, whereas in the Frobenius problem,
the objective is to compute the largest t such that there is
no such solution. In this paper we study the algorithmic
complexity of the unbounded subset sum, the Frobenius
problem and a generalization of both problems. More pre-
cisely, we study pseudo-polynomial time algorithms with
a running time that depends on the smallest number a0

or respectively the largest number an. For the parameter
a0, we show that all considered problems are subquadrati-
cally equivalent to (min,+)-convolution, a fundamental al-
gorithmic problem from the area of fine-grained complex-
ity. By this equivalence, we obtain hardness results for
the considered problems (based on the assumption that an
algorithm with a subquadratic running time for (min,+)-
convolution does not exist) as well as algorithms with im-
proved running time. The proof for the equivalence makes
use of structural properties of solutions, a technique that
was developed in the area of integer programming. In case
of the complexity of the problems parameterized by an,
we present improved algorithms. For example we give a
quasi linear time algorithm for the Frobenius problem as
well as a hardness result based on the strong exponential
time hypothesis.
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Optimal Sorting Circuits for Short Keys

A long-standing open question in the algorithms and
complexity literature is whether there exist sorting cir-
cuits of size o(n log n). A recent work by Asharov et
al. (SODA’21) showed that if the elements to be sorted
have short keys whose length k = o(log n), then there exist
O(n) ·min(k, log n)-sized sorting circuits for k-bit keys, ig-
noring poly log∗ factors. Interestingly, the recent works by
Farhadi et al. (STOC’19) and Asharov et al. also showed
that the above result is essentially optimal for every key
length k, assuming that the famous Li-Li network coding
conjecture holds. Note also that proving any unconditional
super-linear circuit lower bound for a wide class of prob-

lems is beyond the reach of current techniques. Unfor-
tunately, the approach taken by previous works to achieve
optimality in size relies on sacrificing the depth. Asharov et
al. phrase it as an open question how to achieve optimality
both in size and depth. In this paper, we close this gap and
construct a sorting circuit of size O(n)·min(k, log n) (ignor-
ing poly log∗ terms) and depth O(log n). To achieve this,
our approach departs significantly from the prior works.
Our result can be viewed as a generalization of the land-
mark result by Ajtai, Komlós, and Szemerédi (STOC’83),
simultaneously in terms of size and depth. Specifically, for
k = o(log n), we achieve asymptotical improvements in size
over the AKS sorting circuit, while preserving optimality
in depth.
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Friendly Cut Sparsifiers and Faster Gomory-Hu
Trees

We devise new cut sparsifiers that are related to the classi-
cal sparsification of Nagamochi and Ibaraki [Algorithmica,
1992], which is an algorithm that, given an unweighted
graph G on n nodes and a parameter k, computes a sub-
graph with O(nk) edges that preserves all cuts of value up
to k. We put forward the notion of a friendly cut sparsi-
fier, which is a minor of G that preserves all friendly cuts
of value up to k, where a cut in G is called friendly if every
node has more edges connecting it to its own side of the
cut than to the other side. We present an algorithm that,
given a simple graph G, computes in almost-linear time a
friendly cut sparsifier with Õ(n

√
k) edges. Plugging these

sparsifiers into the recent n2+o(1)-time algorithms for con-
structing a Gomory-Hu tree of simple graphs, along with
a relatively simple procedure for handling the unfriendly
minimum cuts, we improve the running time for moder-
ately dense graphs (e.g., with m = n1.75 edges). In par-
ticular, assuming a linear-time Max-Flow algorithm, the
new state-of-the-art for Gomory-Hu tree is the minimum
between our (m+ n1.75)1+o(1) and the known mn1/2+o(1).
Finally, assuming an Õ(n)-edge sparsifier that preserves all
friendly minimum st-cuts can be computed efficiently, we
improve the bound to Õ(m + n1.5) which is the best pos-
sible without breaking the cubic barrier for constructing
Gomory-Hu trees in non-simple graphs.
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On Mixing of Markov Chains: Coupling, Spectral
Independence, and Entropy Factorization

For general spin systems, we prove that a contractive cou-
pling for an arbitrary local Markov chain implies opti-
mal bounds on the mixing time and the modified log-
Sobolev constant for a large class of Markov chains in-
cluding the Glauber dynamics, arbitrary heat-bath block
dynamics, and the Swendsen-Wang dynamics. This re-
veals a novel connection between probabilistic techniques
for bounding the convergence to stationarity and analytic
tools for analyzing the decay of relative entropy. As a
corollary of our general results, we obtain O(n log n) mix-
ing time and Ω(1/n) modified log-Sobolev constant of the
Glauber dynamics for sampling random q-colorings of an
n-vertex graph with constant maximum degree ∆ when
q > (11/6 − ε0)∆ for some fixed ε0 > 0. We also ob-
tain O(log n) mixing time and Ω(1) modified log-Sobolev
constant of the Swendsen-Wang dynamics for the ferro-
magnetic Ising model on an n-vertex graph of constant
maximum degree when the parameters of the system lie
in the tree uniqueness region. At the heart of our results
are new techniques for establishing spectral independence
of the spin system and block factorization of the relative
entropy.
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Cut Sparsification of the Clique Beyond the Ra-
manujan Bound: A Separation of Cut Versus Spec-
tral Sparsification

We prove that a random d-regular graph, with high proba-
bility, is a cut sparsifier of the clique with approximation er-

ror at most
(
2
√

2
π
+ on,d(1)

)
/
√
d, where 2

√
2
π
= 1.595 . . .

and on,d(1) denotes an error term that depends on n and d
and goes to zero if we first take the limit n → ∞ and
then the limit d → ∞. This is established by analyz-
ing linear-size cuts using techniques of Jagannath and Sen
[jagannath2017unbalanced] derived from ideas in statisti-
cal physics, and analyzing small cuts via martingale in-
equalities. We also prove new lower bounds on spectral
sparsification of the clique. If G is a spectral sparsifier of
the clique and G has average degree d, we prove that the
approximation error is at least the “Ramanujan bound’
(2 − on,d(1))/

√
d, which is met by d-regular Ramanujan

graphs, provided that either the weighted adjacency ma-
trix of G is a (multiple of) a doubly stochastic matrix, or
that G satisfies a certain high “odd pseudo-girth’ property.
The first case can be seen as an “Alon-Boppana theorem
for symmetric doubly stochastic matrices,’ showing that
a symmetric doubly stochastic matrix with dn non-zero
entries has a non-trivial eigenvalue of magnitude at least
(2−on,d(1))/

√
d; the second case generalizes a lower bound

of Srivastava and Trevisan [?], which requires a large girth
assumption. Together, these results imply a separation be-
tween spectral sparsification and cut sparsification. If G is
a random log n-regular graph on n vertices (this is to ensure
that G, and consequently any d-regular subgraph, has high
pseudogirth), we show that, with high probability, G ad-
mits a (weighted subgraph) cut sparsifier of average degree
d and approximation error at most (1.595 . . .+on,d(1))/

√
d,

while every (weighted subgraph) spectral sparsifier of G
having average degree d has approximation error at least
(2− on,d(1))/

√
d.

Luca Trevisan
Bocconi University
l.trevisan@unibocconi.it

Antares Chen
University of Chicago
antares21chen@gmail.com

Jonathan Shi
Bocconi University
jonathan.shi@unibocconi.it

CP47

Scalar and Matrix Chernoff Bounds from �∞-
Independence

We present new scalar and matrix Chernoff-style concen-
tration bounds for a broad class of probability distributions
over the binary hypercube {0, 1}n. Motivated by recent
tools developed for the study of mixing times of Markov
chains on discrete distributions, we say that a distribu-
tion is �∞-independent when the infinity norm of its influ-
ence matrix I is bounded by a constant. We show that
any distribution which is �∞-infinity independent satisfies
a matrix Chernoff bound that matches the matrix Cher-
noff bound for independent random variables due to Tropp.
Our matrix Chernoff bound is a broad generalization and
strengthening of the matrix Chernoff bound of Kyng and
Song (FOCS’18). Using our bound, we can conclude as
a corollary that a union of O(log |V |) random spanning
trees gives a spectral graph sparsifier of a graph with |V |
vertices with high probability, matching results for inde-
pendent edge sampling, and matching lower bounds from
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Kyng and Song.
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Compact Redistricting Plans Have Many Spanning
Trees

In the design and analysis of political redistricting maps,
it is often useful to be able to sample from the space of all
partitions of the graph of census blocks into connected sub-
graphs of equal population. There are influential Markov
chain Monte Carlo methods for doing so that are based on
sampling and splitting random spanning trees. Empirical
evidence suggests that the distributions such algorithms
sample from place higher weight on more ”compact” redis-
tricting plans, which is a practically useful and desirable
property. In this paper, we confirm these observations an-
alytically, establishing an inverse exponential relationship
between the total length of the boundaries separating dis-
tricts and the probability that such a map will be sam-
pled. This result provides theoretical underpinnings for al-
gorithms that are already making a significant real-world
impact.
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