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IP1

Acceleration of First-order Optimization Algo-
rithms via Damped Inertial Dynamics

We report recent progress regarding the acceleration of
first-order algorithms for convex optimization. We consider
algorithms obtained by temporal discretization of damped
inertial dynamics. The optimization properties come from
the design of the damping term. Nonsmooth optimization
is addressed via splitting algorithms taking into account
smooth terms by gradient methods, and non-smooth terms
by proximal methods. We report recent improvements con-
cerning the Nesterov accelerated gradient method and then
introduce the Ravine method, which shares convergence
properties similar to Nesterov’s method. We show that the
high-resolution ODE of the Nesterov and Ravine methods
makes appear the geometric damping driven by the Hes-
sian of the function to be minimized. The Hessian driven
damping significantly dampen the oscillations that occur
with inertial systems. We present fast algorithms for gen-
eral convex optimization which are obtained by introduc-
ing a Tikhonov regularization with vanishing coefficient in
Polyak’s heavy ball. We present a new approach based on
temporal rescaling and averaging of the continuous steep-
est descent. This provides fast convergence rates with the
advantage that we do not need to do a Lyapunov analysis.
Finally, we present some recent results concerning the ex-
tension of the above results to the stochastic framework,
and the stochastic differential equation approach to solve
convex optimization problems with a noisy gradient input.

Hedy Attouch
Université Montpellier II, France
hedy.attouch@umontpellier.fr

IP2

Convex-Composite Optimization

In convex-composite optimization one minimizes an ob-
jective function formed by composing a convex function
with a smooth function. Such problems have roots go-
ing back to the work of Gauss on nonlinear least-squares.
The convex-composite framework nicely unifies much of
the theory and algorithms for a wide range of optimiza-
tion problems including nonlinear programming, feasibility,
minimax optimization, l1 optimization, Kalman smooth-
ing, parameter selection, and nonlinear maximum likeli-
hood. The systematic study of convex-composite problems
began in the 1970’s concurrent with the emergence of mod-
ern nonsmooth variational analysis. The synergy between
these ideas was natural since convex-composite functions
are neither convex nor smooth. Recently there has been a
resurgence of interest in this problem class due to emerging
methods for approximation, regularization and smoothing
as well as the relevance to a number of problems in global
health, environmental modeling, image segmentation, dy-
namical systems, signal processing, machine learning, and
AI. In this talk we review the convex-composite problem
structure and variational properties. We then discuss al-
gorithm design and review a few recent advances in first-
and second-order methods.

James V. Burke
University of Washington
Department of Mathematics

jvburke@uw.edu

IP3

Towards a Taxonomy of All Pivot Rules for the
Simplex Method

Dantzigs Simplex method is one of the most famous and
popular algorithms in optimization. But despite its popu-
larity, there are truly basic mathematical questions we can-
not yet answer. At the core of any version of the simplex
method is a pivot rule that selects the outgoing arc for a
current vertex. Pivot rules come in many forms and types,
but after 80 years we are still ignorant whether there is one
that can make the simplex method run in polynomial time.
This talk surveys what we know and our attempts to geo-
metrically classify pivot rules. In the first part of my talk I
will review the state of the art of pivot rules, including two
recent positive results: For 0/1 polytopes there are explicit
pivot rules for which the number of non-degenerate pivots
is polynomial and even linear (joint work with A. Black, S.
Kafer, L. Sanita). In the second half of my talk, I present
a parametric analysis for all pvot rules using a geometric
by-product we called its footprint. Memoryless pivot rules
emerge as the most important of all rules and for every
linear program we can construct a polytope, the pivot rule
polytope, that parametrizes all memoryless pvot rules of a
given LP. Thus we uncover hidden structure on the space
of all pivot rules of an LP (joint work with A. Black, N.
Lu tjeharms, and R. Sanyal).

Jesús A. De Loera
University of California, Davis, U.S.
deloera@math.ucdavis.edu

IP4

Exactness in Semidefinite Program Relaxations
and Its Implications

Semidefinite program (SDP) relaxation is a popular tech-
nique for building high quality relaxations of nonconvex
optimization problems in a variety of fields. In this talk,
we review recent advancements on SDP exactness and
its computational implications. We will examine three
notions of SDP exactness for general quadratically con-
strained quadratic programs (QCQPs): (i) objective value
exactnessthe condition that the optimal value of the QCQP
and the optimal value of its SDP relaxation coincide, (ii)
convex hull exactnessthe condition that the convex hull of
the QCQP epigraph coincides with the (projected) SDP
epigraph, and (iii) the rank-one generated (ROG) proper-
tythe condition that a particular conic subset of the pos-
itive semidefinite cone related to a given QCQP is gener-
ated by its rank-one matrices. We will see how a geometric
treatment of the projected SDP relaxation while crucially
considering the interaction of the objective function with
the constraints leads to sufficient conditions for (i) and (ii).
The ROG property complements these results by offering
a sufficient condition for both (i) and (ii) that is oblivious
to the objective function. We will give a variety of suffi-
cient conditions for these exactness conditions and discuss
settings where these conditions are also necessary. We will
conclude by highlighting how SDP exactness can be ex-
ploited in designing accelerated storage-optimal first-order
methods for solving low-rank exact SDPs.

Fatma Kilinc-Karzan
Tepper School of Business
Carnegie Mellon University
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IP5

Optimization Over Probability Distributions

In modern applications of machine learning, we frequently
encounter optimization problems over probability distri-
butions. In such applications, the underlying probability
distributions are represented by random samples (parti-
cles) drawn from the distributions. A first order optimiza-
tion procedure moves these particles along the steepest de-
scent direction, which induces a change of the underlying
proability distribution they represent. In this talk, I will
discuss some of such optimization problems in machine
learning, including optimization algorithms, convergence
results, and challenges.

Tong Zhang
The Hong Kong University of Science and Technology
tongzhang@tongzhang-ml.org

IP6

Large-Scale and Data-Driven Markov Decision
Processes

Markov decision processes (MDPs) constitute one of the
predominant modeling and solution paradigms for dynamic
decision problems affected by uncertainty. MDPs model
the dynamics of a system through a random state evolution
that generates rewards over time. The decision maker aims
to select actions that influence this state evolution so as to
maximize rewards. In this talk, we review recent advances
in MDPs along two directions: (i) the construction of data-
driven policies that combine the (traditionally separated)
tasks of estimating the systems behavior and selecting ac-
tions that maximize rewards in the estimated system, and
(ii) the exploitation of structure to solve large-scale prob-
lems. In view of (i), we will show how the consideration of
data-driven policies naturally leads to the study of robust
MDPs, where the decision maker combats overfitting by
hedging against the worst system dynamics that are plau-
sible under some given training data. We will also discuss
how alternative models of robustness offer different trade-
offs between the competing goals of out-of-sample perfor-
mance and complexity of the involved policies and compu-
tations. As for (ii), we will review two types of structure
that allow us to alleviate the well-known curse of dimen-
sionality: weakly coupled MDPs that combine a potentially
large number of MDPs via a small number of linking con-
straints, and factored MDPs whose states are represented
by assignments of values to state variables that evolve and
contribute to the system’s rewards largely independently.

Wolfram Wiesemann
Department of Computing
Imperial College London
wwiesema@imperial.ac.uk

IP7

Optimization Applications and Challenges across
Amazon Operations

Amazon operations faces many decisions while designing
and executing the processes to fulfill orders for Amazons
customers. These range from long term investment choices
about facilities to online fulfillment decisions regarding de-
livery speed and how to route and sequence package de-
liveries. Many of these decisions have been automated

by casting them as optimization problems. These result
in large-scale optimization problems, both continuous and
discrete, many of which need to be solved quickly and fre-
quently. Most of these decisions are made in the face of
uncertainty, and even decisions that may be cast as deter-
ministic optimization incorporate inputs and parameters
that have been estimated. This talk will examine optimiza-
tion problems of different types that arise across Amazons
fulfillment operations during the automation of the deci-
sion processes. Some of the most common and recurring
structures and subproblems that Amazon encounters will
be illustrated along with the applications from which they
stem, highlighting what characteristics and application re-
quirements make the optimization problems challenging.
These problems arise throughout the design, planning, and
execution of the fulfillment network.

Russell Allgor
Amazon, U.S.
rallgor@amazon.com

SP1

SIAM Prize Session: 2023 SIAG/OPT Best Paper
Prize Lecture: Stochastic Model-Based Minimiza-
tion of Weakly Convex Functions

We consider a family of algorithms that successively sam-
ple and minimize simple stochastic models of the objective
function. We show that under reasonable conditions on
approximation quality and regularity of the models, any
such algorithm drives a natural stationarity measure to
zero at the rate O(k−1/4). As a consequence, we obtain
the first complexity guarantees for the stochastic proxi-
mal point, proximal subgradient, and regularized Gauss–
Newton methods for minimizing compositions of convex
functions with smooth maps. The guiding principle, un-
derlying the complexity guarantees, is that all algorithms
under consideration can be interpreted as approximate de-
scent methods on an implicit smoothing of the problem,
given by the Moreau envelope. Specializing to classical cir-
cumstances, we obtain the long-sought convergence rate of
the stochastic projected gradient method, without batch-
ing, for minimizing a smooth function on a closed convex
set.

Damek Davis
Cornell University
ORIE
dsd95@cornell.edu

Dmitriy Drusvyatskiy
University of Washington
ddrusv@uw.edu

SP2

SIAM Prize Session: 2023 SIAG/OPT Test of Time
Award Lecture: Two Decades of Low-Rank Opti-
mization

In this talk, we offer our personal perspective on low-rank
algorithms for semidefinite programs and related optimiza-
ton problems. We touch on their history and describe con-
nections with other trends in optimization, including first-
order methods and benign nonconvexity. Finally, we high-
light recent theoretical insights into low-rank algorithms—
as well as various applications for which the low-rank ap-
proach has proven successful. Thank you to session sponsor
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IBM.

Samuel Burer
University of Iowa
Dept of Management Sciences
samuel-burer@uiowa.edu

Renato Monteiro
Georgia Institute of Technology
rm88@gatech.edu

JP1

Welcome Remarks and Joint Plenary with
ACDA23 - On the Optimization of Nonsmooth
Problem without Generalized Derivatives

Numerous applications may require the solution of nons-
mooth optimization problems, e.g., due to the action of
values, a bilevel structure or complementarity conditions.
For a large class of target functions, the concept of abs-
linearization allows the generation of a piecewise linear lo-
cal model that is provable of second order. Similar to the
quadratic model generated by a truncated Taylor series in
the smooth situation, this piecewise linear model can be
used as a building block for optimization algorithms tar-
geting nonsmooth problems of different kinds. In this talk,
first we define abs-smooth functions covering a wide range
of applications like clustering, image restoration, and ro-
bust gas network optimization. Also various mathemat-
ical models like complementarity problems or bilevel op-
timization tasks can be formulated as abs-smooth func-
tions. Subsequently, the abs-linearization approach and
the properties of the resulting local model will be illus-
trated. Then, we discuss the solution of piecewise linear
optimization problems. Based on this capability we can de-
rive optimization approaches that allow also the handling
of constraints and/or nonlinearities. For each class of the
nonsmooth optimization problems and the corresponding
solution approach, convergence results and numerical ex-
amples will be given.

Andrea Walther
Humboldt-Universität zu Berlin
andrea.walther@math.hu-berlin.de

CP1

Newton-Pmr: Newton Subspace Methods with
Complexity Guarantees for Non-Convex Optimiza-
tion

Recently, Newton-MR methods have been introduced
for solving nonconvex unconstrained smooth optimization
problems. Leveraging the inherent ability of the mini-
mum residual (MINRES) inner solver to detect directions
of nonpositive curvature (NPC), Newton-MR variants en-
joy a variety of optimal complexity guarantees. How-
ever, the application of these methods to modern high-
dimensional problems remains challenging. To address
this, we present novel variants that incorporate certain
dimensionality reduction techniques. In particular, our
proposed methods are based on recent results that have
shown that preconditioning MINRES with a positive semi-
definite but singular preconditioner is in fact equivalent to
solving a low-dimensional problem whose dimension corre-
sponds to the nullity of the preconditioning matrix. Utiliz-
ing these dimensionality reduction properties of precondi-
tioned MINRES, we present novel variants of Newton-MR,
called Newton-PMR, which can be readily applied to high-
dimensional problems, while achieving desirable complex-

ity guarantees.

Yang Liu
University of Oxford
yang.liu@maths.ox.ac.uk

Andre Milzarek
The Chinese University of Hong Kong, Shenzhen
School of Data Science
andremilzarek@cuhk.edu.cn

Fred Roosta
University of Queensland, Australia
fred.roosta@uq.edu.au

CP1

Decomposed Newton Steps

We consider Newton’s method for computing roots x ∈ Rn

of differentiable residuals F (x) with dense Jacobians F �(x)
iteratively as xk, k = 0, . . . . The residual is assumed
to be of the form vq = F (v0) = (Fq ◦ . . . ◦ F1)(v0)
where v0 = xk. From F �(v0) = F �

q(vq−1) · . . . · F �
1(v0)

it follows that −F �(v0)−1 · F (v0) = −F �
1(v0)

−1 · . . . ·
F �
q(vq−1)

−1 · F (v0). Tridiagonal F �
i require q ≥ n in or-

der for F �(v0) to become dense. Factorization yields
Fi ≡ Fi(vi−1) = Li(vi−1) · Ui(vi−1) ≡ Li · Ui at a cost
of O(q · n). The Newton steps can hence be computed
as −U−1

1 · (L−1
1 · . . . · (U−1

q · (L−1
q · Fi

))
. . .

)
with a cost of

O(n) yielding a total cost of O(q · n). Accumulation of
the dense F �(xk) at the cost of O(q · n2) and solution
of the dense Newton systems can be avoided. The talk
presents an outline of the method including generalization
to banded local Jacobians and run time results. Nonregu-
lar sparsity patterns yield the usual challenges imposed by
sparse linear algebra. Implications for the efficient imple-
mentation of this method as part of tape-based software
tools for algorithmic differentiation are discussed.

Uwe Naumann
RWTH Aachen University
Software and Tools for Computational Engineering
naumann@stce.rwth-aachen.de

CP1

Accelerating the Spherical Triangle Algorithm for
the Convex-Hull Membership Problem

In this study, show how to accelerate the spherical tri-
angle algorithm (S-TA), a geometrical algorithm, recently
introduced to solve the convex hull membership problem
(CHMP). S-TA is a modification of Triangle Algorithm,
which has its foundation on a theorem of alternatives,
known as distance duality and its iteration mechanism is
quite similar to a iteration of the well-now conditional gra-
dient (Frank-Wolfe) method. Although S-TA convergence
rate, for general problems, is O (

1/ε2
)
, an improved iter-

ation complexity of O(M/ε), with M ≥ 1 was recently
presented by [Kalantari and Zhang, ACM Trans. Math.
Softw., 2022], under a mild assumption, called ε-property,
that an iterate must comply. We propose here a heuristic
that provides an iterate which satisfy the ε-property and
show numerical results revealing that this heuristic has ad-
vantages, when compared with both TA and S-TA.

Luiz-Rafael Santos, Douglas Gonçalves, Rafaela Filippozzi
UFSC
l.r.santos@ufsc.br, douglas.goncalves@ufsc.br,
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CP2

The Lasserre Hierarchy for Equiangular Lines with
a Fixed Angle

In sphere packing and spherical coding problems, calcula-
ble bounds coming from semidefinite programming play an
important role. These bounds are mathematically interest-
ing and the implementation is challenging. One example of
such a bound is the Lasserre hierarchy, with each level giv-
ing a better, but more difficult to compute, bound. In our
paper we have computed the second and third levels of the
Lasserre hierarchy for the spherical finite distance problem.
To do so, a connection is used between invariants in rep-
resentations of the orthogonal group and representations
of the general linear group. This allows computations in
high dimensions and high precision interpolation is used to
obtain solutions for all large dimensions. This gives new
upper bounds for a range of spherical finite distance con-
figurations. Our methods give a new bound on Nα(n):
the maximum number of equiangular lines in dimension n
with common angle arccos(α). This is the first time an
asymptotic bound is obtained from semidefinite program-
ming for spherical codes. When setting up the semidef-
inite program, the main problem is computing invariants
of representations and computing the Fourier inverse. In
the talk, we will discuss the mathematical problem and the
implementation of the semidefinite program.

Willem De Muinck Keizer
TU Delft
willemdmk@gmail.com

David de Laat
Delft University of Technology
d.delaat@tudelft.nl

Fabricio Machado
Universidade de São Paulo
fabcm1@gmail.com

CP2

Experiments on Dynamic Null Step Updates in the
ConicBundle Subproblem

Within the ConicBundle approach for large scale semidef-
inite programming solving the quadratic semidefinite sub-
problem typically dominates the cost per iteration. In the
case of a poor semidefinite model a potential null step
may be detected early by preevaluating the eigenvalue or-
acle already at intermediate interior point solutions of the
subproblem, somewhat akin to the proximal analytic cen-
ter cutting plane method. This information may then be
used to improve the semidefinite cutting model dynam-
ically while solving the subproblem. We discuss a first
tentative implementation of these ideas within the callable
library ConicBundle and present some preliminary compu-
tational results.

Christoph Helmberg
TU Chemnitz
Germany
helmberg@mathematik.tu-chemnitz.de

CP2

Solving Sdp Relaxations of Max-Cut Problem with
Large Number of Hypermetric Inequalities by L-

Bfgs-B

We present a computational study of SDP-based bounds
for Max-Cut that use a subset of hypermetric inequalities
as cutting planes to strengthen the basic relaxation. Solv-
ing these relaxations is computationally challenging due to
the potentially large number of violated constraints. To
overcome these difficulties, we describe a heuristic separa-
tion algorithm for hypermetric inequalities and propose to
use the augmented Lagrangian method as a bounding rou-
tine. Computational experiments show that the resulting
relaxations provide very tight bounds for the Max-Cut.

Timotej Hrga
University of Ljubljana
timotej.hrga@fmf.uni-lj.si

Janez Povh
University of Ljubljana
Faculty of Mechanical Engineering
janez.povh@lecad.fs.uni-lj.si

CP2

Approximation Hierarchies for Copositive Cone
over Symmetric Cone and Their Comparison

We first provide an inner-approximation hierarchy de-
scribed by a sum-of-squares (SOS) constraint for the copos-
itive (COP) cone over a general symmetric cone. The hier-
archy is a generalization of that proposed by Parrilo (2000)
for the usual COP cone (over a nonnegative orthant). Sec-
ond, we characterize the COP cone over a symmetric cone
using the usual COP cone. By replacing the usual COP
cone appearing in this characterization with the inner- or
outer-approximation hierarchy provided by de Klerk and
Pasechnik (2002) or Yildirim (2012), we obtain an inner-
or outer-approximation hierarchy described by semidefinite
but not by SOS constraints for the COP cone over the di-
rect product of a nonnegative orthant and a second-order
cone. We then compare them with the existing hierarchies
provided by Zuluaga et al. (2006) and Lasserre (2014).
Theoretical and numerical examinations imply that we can
numerically increase a depth parameter, which determines
an approximation accuracy, in the approximation hierar-
chies derived from de Klerk and Pasechnik (2002) and
Yildirim (2012), particularly when the nonnegative orthant
is small. In such a case, the approximation hierarchy de-
rived from Yildirim (2012) can yield nearly optimal values
numerically. Combining the proposed approximation hi-
erarchies with existing ones, we can evaluate the optimal
value of COP programming problems more accurately and
efficiently.

Mitsuhiro Nishijima
Tokyo Institute of Technology
nishijima.m.ae@m.titech.ac.jp

Kazuhide Nakata
Tokyo Institute of Technology
Department of Industrial Engineering and Management
nakata.k.ac@m.titech.ac.jp

CP2

On Semidefinite Representations of Second-Order
Conic Optimization Problems

Second-order conic optimization (SOCO) can be consid-
ered as a special case of semidefinite optimization (SDO).
Current literature states that a SOCO problem can be em-
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bedded in a semidefinite optimization problem using the
arrow-head matrix transformation. However, a primal-dual
solution pair cannot be mapped simultaneously using the
arrow-head transformation as we might lose complemen-
tarity and duality in some cases. To address this issue,
we investigate the relationship between SOCO problems,
and their SDO counterpart. Through derivation of stan-
dard semidefinite representations of SOCO problems, we
introduce admissible mappings. We show that the pro-
posed mappings preserves both feasibility and optimality.
Further, we discuss how the optimal partition of a SOCO
problem maps to the optimal partition of its SDO counter-
part.

Pouya Sampourmahani
Lehigh University
pos220@lehigh.edu

Mohammadhossein Mohammadisiahroudi
Industrial & System Engineering Dep, Lehigh University
625 Montclair Ave, Bethlehem, PA, USA, 18015
mom219@lehigh.edu

Tamas Terlaky
Lehigh University
Department of industrial and Systems Engineering
terlaky@lehigh.edu

CP3

Efficient Quantum Algorithm for Regularized Op-
timization

Regularized optimization methods, such as proximal meth-
ods and regularized Newton methods, are among the most
theoretically sound and applicable approaches to convex
and nonconvex optimization. Within the emerging trend of
quantum computation, while there has been extensive work
on quantum numerical linear algebra, previous quantum al-
gorithms for general nonlinear optimization have complex-
ity exponential in the number of iterations. In this work,
we develop the first efficient quantum algorithm for high-
dimensional optimization problems based on regularized
methods with provable convergence guarantee and com-
putational complexity, which scales polynomially in the
number of iterations and polynomial-logarithmically in di-
mension. This is an exponential improvement over previ-
ous quantum algorithms, as well as a potential exponential
speedup in terms of dimension over existing classical ap-
proaches under the discussion of end-to-end settings. To
achieve this, we offer a novel analysis on the regularized
gradient flows as continuous-time limits of first-order and
second-order methods, for which we employ and improve
upon the quantum Carleman linearization methodology in
Liu et al. [PNAS, 118 (35), 2021] with new convergence
criteria. We discuss potential applications of our quantum
algorithm to various scenarios arising in computer science,
statistics, signal processing, and machine learning.

Jin-Peng Liu
University of Maryland
jliu1219@terpmail.umd.edu

Weijie Su
University of Pennsylvania
suw@wharton.upenn.edu

Nikita Doikov
École Polytechnique Fédérale de Lausanne
nikita.doikov@epfl.ch

Aram Harrow
MIT
aram@mit.edu

CP3

On the Implementation of a Parallel Decompo-
sition Algorithm for Large-Scale Nonlinear Two-
Stage Problems

We present a scalable decomposition algorithm for large-
scale nonlinear two-stage optimization problems in which
the problem can be decomposed into a master problem and
a number of subproblems. The distinguishing feature of the
algorithm is that it is based on a smoothing technique us-
ing barrier formulations of the second-stage subproblems.
The advantage of this framework is that speedup can be
obtained by solving subproblems in parallel. The perfor-
mance of an efficient C++ implementation is studied on
a set of problems on power models and the scalability of
algorithm is shown.

Xinyi Luo
Northwestern University
xinyiluo2023@u.northwestern.edu

Andreas Wächter
Northwestern University
IEMS Department
waechter@iems.northwestern.edu

CP3

On Global and Local Convergence of Iterative Lin-
ear Quadratic Optimization Algorithms for Dis-
crete Time Nonlinear Control

A classical approach for solving discrete time nonlinear
control on a finite horizon consists in repeatedly minimiz-
ing linear quadratic approximations of the original problem
around current candidate solutions. While widely popular
in many domains, such an approach has mainly been ana-
lyzed locally. We observe that global convergence guaran-
tees can be ensured provided that the linearized discrete
time dynamics are surjective, costs on the state variables
are strongly convex and no costs on the control are present.
We present how the surjectivity of the linearized dynam-
ics can be ensured by appropriate discretization schemes
given the existence of a feedback linearization scheme. We
present complexity bounds of algorithms based on lin-
ear quadratic approximations through the lens of gener-
alized Gauss-Newton methods. Our analysis uncovers sev-
eral convergence phases for regularized generalized Gauss-
Newton algorithms.

Vincent Roulet
Google
vincent.roulet1509@gmail.com

Siddhartha Srinivasa, Maryam Fazel, Zaid Harchaoui
University of Washington
siddh@cs.washington.edu, mfazel@uw.edu, zaid@uw.edu

CP3

Optimization under Rare Chance Constraints

Chance constraints provide a principled framework to mit-
igate the risk of high-impact extreme events by modifying
the controllable properties of a system. The low proba-
bility and rare occurrence of such events, however, impose
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severe sampling and computational requirements on clas-
sical solution methods that render them impractical. This
work proposes a novel sampling-free method for solving
rare chance constrained optimization problems affected by
uncertainties that follow general Gaussian mixture distri-
butions. By integrating modern developments in large de-
viation theory with tools from convex analysis and bilevel
optimization, we propose tractable formulations that can
be solved by off-the-shelf solvers. Our formulations enjoy
several advantages compared to classical methods: their
size and complexity are independent of event rarity, they
do not require linearity or convexity assumptions on system
constraints, and under easily verifiable conditions, serve as
safe conservative approximations or asymptotically exact
reformulations of the true problem. Computational exper-
iments on linear, nonlinear, and PDE-constrained problems
from applications in portfolio management, structural en-
gineering, and fluid dynamics illustrate the broad appli-
cability of our method and its advantages over classical
sampling-based approaches in terms of both accuracy and
efficiency.

Shanyin Tong
Columbia University
st3503@columbia.edu

Anirudh Subramanyam
Pennsylvania State University
subramanyam@psu.edu

Vishwas Rao
Argonne National Laboratory
vhebbur@anl.gov

CP4

Optimization of Renewable Energy Storage Using
Iron As Energy Carrier

We present strategies for solving optimization problems
arising within an interdisciplinary research project in which
iron is investigated as energy carrier in a circular process
allowing the large-scale transport and storage of renewable
energies. The circular process consists of the energy stor-
age via thermochemical reduction of iron oxide to iron and
the energy release via thermochemical oxidation of iron
back to its oxides. Our work focuses on the modeling and
the optimization of the technical components occurring in
the overall system and especially the optimal design and
operation of the energy storage process. The latter com-
prises renewable energy generation plants, an electrolyzer
for the production of green hydrogen as well as an innova-
tive iron oxide reduction plant. This results in challenging
optimization problems including ODE constraints for mod-
eling the reduction reaction kinetics, nonlinear constraints
describing the underlying physical processes of the techni-
cal components as well as multi-criteria economic objec-
tives. In addition, uncertainties in economic data and the
availability of renewable energies are considered. Aiming
for global optimal solutions, we use SCIP as solver relying
on a spatial branch-and-bound approach.

Elisa Corbean
TU Darmstadt
corbean@mathematik.tu-darmstadt.de

Stefan Ulbrich
Technische Universitaet Darmstadt
Fachbereich Mathematik

ulbrich@mathematik.tu-darmstadt.de

CP4

Mixed-Integer Nonlinear Optimization of Heating
Networks with Time-Coupled Components

To reduce carbon emissions the heating sector plays a ma-
jor role. In particular, district heating in combination with
renewable energy generation and waste heat is of great im-
portance. To lower the operating temperatures and trans-
form to decentralized structures the development of new
operating strategies is needed. Therefore we consider a
global optimization approach of heating networks that aims
at finding the cost-optimal operating strategy. The system
state in heating networks is described by the underlying
physical equations including operating parameters such as
the mass flow rate, temperature and pressure. We focus on
a stationary case coupled over time via heating storages.
This leads to nonlinear equations with binary variables for
determining the flow direction in the network pipes. The
obtained Mixed-Integer Nonlinear Optimization Problem
is solved with the solver SCIP. For real-sized district heat-
ing networks the solving process leads to high computa-
tional costs, especially for networks with high flexibilities.
To lower the costs arising by the coupling of multiple time
steps we consider a heuristic approach to investigate in
which time steps the storage is charged or discharged based
on the costs for heat generation. We evaluate the devel-
oped methods with numerical results based on real district
heating networks.

Lea Rehlich
TU Darmstadt
rehlich@mathematik.tu-darmstadt.de
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Research Group Optimization, Department of
Mathematics
TU Darmstadt
pfetsch@mathematik.tu-darmstadt.de

CP4

Dynamic Modeling and Optimization of Mixed
Hydrogen-Natural Gas Flow in Pipeline Networks

The decarbonization of the energy grid is a necessary step
to reduce global greenhouse emission levels and limit the
effects of climate change. One aspect of this decarboniza-
tion process includes the use of low or zero emission hydro-
gen fuel. At present, pure hydrogen cannot be transported
using the current gas pipeline network and needs to be
mixed with natural gas for transmission. Moreover, the
optimal operation of gas pipeline network is a nontrivial
problem which requires the modeling of pressure drop and
flow equations inside the pipes and nodes of the network.
In this talk, we present a dynamic model for the mixing
and transport of hydrogen-natural gas (H2-NG) along a
pipeline network. The dynamic model which is derived by
lumping the full-scale partial differential algebraic equation
(PDAE) model into a differential algebraic equation (DAE)
model. The mixed gas network model captures the mix-
ing, pressure drop and flow equations inside each node and
pipe of the network. We present multiple reformulations
for the nonlinear and non-smooth equations of mixing and
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compare the performance when solved using standard opti-
mization solvers. We present both dynamic simulation and
optimization model for the H2-NG mixed gas flow problem
and solve literature test cases to show the effectiveness and
need for optimization.

Saif R. Kazi, Anatoly Zlotnik, Kaarthik Sundar
Los Alamos National Laboratory
saifrahaman26@gmail.com, azlotnik@lanl.gov,
kaarthik@lanl.gov
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CP5

How to Choose When and How to Rely on Low
Fidelity Data in Bi-Fidelity Expensive Black-Box
Problems

In the field of Multi-fidelity Expensive Black-Box (Mf-
EBB), a problem instance consists of an expensive yet ac-
curate source of information, and one or more cheap yet
less accurate sources of information. The field aims to pro-
vide techniques either to accurately explain how decisions
affect design outcome, or to find the best decisions to op-
timise design outcomes. Despite the existence of many
techniques which provide solutions to both aims, only in
recent years have researchers begun to explore the condi-
tions under which the information sources of lesser accu-
racy can be exploited reliably. Focusing on model creation
for problems with a single low-fidelity function, known as
Bi-fidelity Expensive Black-Box (Bf-EBB) problems, this
talk will present recent findings on what characteristics
are required for the low-fidelity function to be beneficial
(rather than harmful) when constructing surrogate mod-
els of the objective function. Based on these findings, new
adaptive surrogate models which selectively choose when
to rely on the low-fidelity function will be presented, and
their performance compared with classical surrogate mod-
els.

Nicolau Andres Thio, Kate Smith-Miles, Andres Muñoz
Acosta
The University of Melbourne
ARC Training Centre OPTIMA
nandres@student.unimelb.edu.au, smith-
miles@unimelb.edu.au, munoz.m@unimelb.edu.au

CP5

Multi-Fidelity Bayesian Optimization for Compo-
sition Design under Uncertainty

Design of many material systems relies on solving complex
optimization problems. This complexity stems from multi-
ple sources such as lack of high-fidelity experimental data,
inaccuracy and bias of simulations (due to, e.g., missing
physics), high cost of data acquisition, and existence of cat-
egorical variables that give rise to combinatorially expand-
ing design spaces. To holistically address these challenges,
we propose a multi-fidelity Bayesian optimization (MFBO)
framework for designing materials composition under un-
certainty. Unlike existing MFBO methods, our framework
(1) can handle high-dimensional input spaces that have
categorical variables, (2) can leverage an arbitrary num-
ber of low-fidelity data sources, and (3) can predict which
low-fidelity sources are trustworthy. We will demonstrate
the advantages of our framework over existing technologies

using a host of analytic and engineering examples.

Ramin Bostanabad
Northwestern University
raminb@uci.edu

CP5

Bayesian Optimization Formulations for Nonlinear
Model Calibration

Nonlinear model calibration is difficult with expensive com-
putational models such as molecular simulations as each
evaluation can take weeks and must be evaluated hundreds
of times. This makes nonlinear regression via gradient-
based optimization cost prohibitive. Thus, we propose
Gaussian process Bayesian optimization (GPBO) to cali-
brate parameters in computationally expensive simulation-
based models, especially molecular modeling force fields.
These force fields represent the intramolecular and inter-
molecular energies of a system and are useful in process and
material design when calibrated effectively. We demon-
strate the use of three formulations of GPBO and com-
pare them to a traditional nonlinear regression approach.
The first method uses a GP to model the (logarithmic)
error between simulation predictions and experimental re-
sults. The second method uses a GP to emulate the input-
output mapping of the expensive simulation-based model
using an independence approximation to compute expected
improvement. The third method replaces this approxima-
tion with a sparse grid to estimate the integral used to
compute expected improvement. We find the second and
third formulations capture the overall model behavior best
for parameter calibration while the first formulation pro-
duces the highest accuracy and computational speed on
a set of test problems. Future work aims to benchmark
performance for all formulations in higher dimensions and
apply them to real refrigerant force fields.

Montana N. Carlozo, Bridgette J. Befort, Nilay Kumar,
Edward Maginn, Alexander Dowling
University of Notre Dame
mcarlozo@nd.edu, bbefort@nd.edu, nkumar@nd.edu,
ed@nd.edu, adowling@nd.edu

CP5

Constrained Bayesian Optimization with an Exact
Augmented Lagrangian

Bayesian optimization is a popular method for efficiently
finding minima of functions that are expensive to evaluate.
Two major challenges for Bayesian optimizers are the curse
of dimensionality and satisfying nonlinear constraints. The
curse of dimensionality can be mitigated for a Bayesian
optimizer by using a gradient-enhanced Gaussian process,
which is the approach used in this work. Various meth-
ods have been developed to apply a Bayesian optimizer to
problems with nonlinear inequality constraints. Unfortu-
nately, most of these methods do not allow for nonlinear
equality constraints. A novel approach has been devel-
oped that utilizes an exact augmented Lagrangian to per-
form Bayesian optimization on problems with both non-
linear inequality and equality constraints. A traditional
augmented Lagrangian uses Lagrange multipliers that are
constant at each optimization iteration. Meanwhile, for
an exact augmented Lagrangian, the Lagrange multipliers
are free to vary in the parameter space. This is advan-
tageous since it can accelerate the convergence to a local
minimum. Furthermore, by having the Lagrange multipli-
ers vary in the parameter space, this allows the Bayesian
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optimizer to consider a parameter space with several local
minima. Test cases with nonlinear inequality and equality
constraints will be presented.

Andre Marchildon, David Zingg
University of Toronto Institute for Aerospace Studies
andre.marchildon@mail.utoronto.ca,
dwz@utias.utoronto.ca

CP5

Deterministic Langevin Optimization with Nor-
malizing Flows

We introduce a global, gradient-free surrogate optimiza-
tion strategy for expensive black-box functions inspired by
the Fokker-Planck and Langevin equations. These can be
written as an optimization objective where one subtracts
from the target function one is maximizing the logarithm
of the current density of evaluated samples. This objective
balances exploitation of the target objective with explo-
ration of low-density regions. The method, Determinis-
tic Langevin Optimization (DLO), relies on a Normaliz-
ing Flow density estimate to perform active learning and
select proposal points for evaluation. This strategy dif-
fers qualitatively from the widely-used acquisition func-
tions employed by Bayesian Optimization methods. We
demonstrate competitive and superior progress toward ob-
jective optima on standard synthetic test functions, as well
as on non-convex and multi-modal posteriors of moderate
dimension. On real-world objectives, such as scientific and
neural network hyperparameter optimization, DLO is com-
petitive with state-of-the-art baselines.
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University of California, Berkeley
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CP6

Gradient-Based Design Optimization of Concentric
Cylindrical Offshore Structures

The optimal hydrodynamic behavior of floating offshore
structures is important for engineering systems such as
offshore wind turbines, wave energy converters, oil and
gas platforms, and other marine devices. Such optimiza-
tions require repeatedly solving a boundary value problem
for Laplace’s equation to determine the hydrodynamic re-
sponse to ocean waves. This is often done with numerical
PDE solvers like the boundary element method, which is
computationally costly and not analytically differentiable.
In this work, we instead implement a previously-developed
matched eigenfunction method to solve the diffraction and
radiation problems analytically. We then integrate this so-
lution into a novel gradient-based optimization using exact
analytical gradients for the hydrodynamic response. Re-
sults are presented for the optimization of a compound
truncated cylinder oscillating in heave. Finally, we com-
pare the result and computational complexity of this novel
matched-eigenfunction-based optimization with that of the
existing state-of-the-art boundary element method-based
optimization. The framework developed here can acceler-
ate the development of offshore systems by enabling effi-
cient integration of hydrodynamics into complex gradient-

based optimization workflows.

Kapil Khanal, Rebecca McCabe, Maha N. Haji
Cornell University
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CP6

Optimal Design of a Markovian (s, Q) Inventory
System with Backorder

A Markovian (s, Q) inventory problem with backorder is
investigated, where demand is a random variable over the
infinite periods. When the inventory position falls below
the reorder point s at any period, a fixed quantity of Q
is ordered and the replenishment arrives after a constant
lead time. Shortage is backordered and filled upon restock-
ing. The reorder point and fixed quantity are to be de-
termined to minimize the expected total relevant cost per
unit time, which consists of ordering cost, inventory car-
rying cost and shortage cost. For the Markovian (s, Q)
model where an order placed at the end of one period will
arrive at the beginning of next period, an exact analysis
is performed. Two properties have been established, and
are used to develop an efficient heuristic for finding the op-
timal (s, Q). An approximate analysis is then performed
for the extended model with lead time greater than one.
A 2-D search procedure is developed to find the optimal
or near optimal policy. Computational results have shown
that the probability of finding the optimum policy is ap-
proximately 81.7%, and the average deviation of expected
cost from those in the local enumeration is less than 0.7%.
It also indicates that the heuristic is robust and efficient.

Shine-Der Lee, Zih-Ling Liu
National Cheng Kung University
Dept. of Industrial & Information Management
sdlee@mail.ncku.edu.tw, z8108151@email.ncku.edu.tw

CP6

Mitigating Landside Congestion at Airports
Through Predictive Control of Diversionary Mes-
sages

We present a data-driven control framework for adaptively
managing landside congestion at airports. Ground traffic
significantly impacts airport operations and critical effi-
ciency, environmental, and safety metrics. Our framework
models a real-world traffic intervention currently deployed
at Seattle-Tacoma International Airport (SEA), where a
digital signboard recommends drivers to divert to Depar-
tures or Arrivals depending on current congestion. We use
measured vehicle flow/speed and passenger volume data, as
well as time-stamped records of diversionary messages, to
build a macroscopic system dynamics model. We then de-
sign a model predictive controller that uses our estimated
dynamics to recommend diversions that optimize for over-
all congestion. Finally, we evaluate our approach on 50
real-world historical scenarios at SEA where no diversions
were deployed despite significant congestion. Our results
suggest that our framework would have improved speed in
the congested roadway by up to three times and saved be-
tween 20 and 80 vehicle-hours of cumulative travel time
in every hour of deployment. Overall, our work empha-
sizes the opportunity of algorithmic decision- making to
augment operator judgment and intuition and yield better
real-world outcomes

Nawaf Nazir
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CP6

A MINLP Formulation for Stringer Centerline De-
sign

Fuselage stringers are load-bearing components that run
lengthwise along an aircraft and transfer aerodynamic
loads acting on the skin into the stringers and frames.
The design of stringer centerlines in commercial airplanes
has traditionally been performed manually by structural
engineers as stringer configurations are subject to a wide
variety of design and integration requirements. These re-
quirements include minimum and maximum spacing be-
tween pairs of centerlines, maximum area constraints on
frame bays, and a host of integration requirements with
additional features in the fuselage. This presentation will
describe the problem formulation in a tool called ASCEND
(Automated Stringer Centerline Design) which automates
the generation of stringer centerline designs in the aft body
of a vehicle. We formulate the centerline design problem
as a mixed-integer nonlinear program (MINLP) where dis-
crete variables assign stringers to drop out of the design at
specific frame stations and continuous variables control the
path each stringer takes on the fuselage surface. We will
highlight how this design space may be efficiently enumer-
ated by checking the feasibility of a number of linear pro-
grams representing relaxations of the stringer spacing con-
straints. This enumeration is incorporated into a branch
and bound algorithm that solves the full centerline design
problem to global optimality.

Jeffrey D. Poskin, Troy Winfree
The Boeing Company
jdposkin@gmail.com, troy.winfree@boeing.com

CP6

Retrospective Analysis of Equity-Based Optimiza-
tion for COVID-19 Vaccine Allocation

There are significant disparities in COVID-19 infection,
hospitalization, and death rates between different racial
or ethnic groups. To study this inequity, we construct a
mathematical model of SARS-CoV-2 transmission that is
stratified by both age and race. We consider two racial
groups: non-Hispanic white persons and persons belong-
ing to minority groups (including non-Hispanic black or
African American persons, non-Hispanic Asian persons,
non-Hispanic American Indian or Alaska Native persons,
and Hispanic or Latino persons). After calibrating our
model according to data from Oregon at the beginning of

2021, we allocate a very limited amount of vaccine among
the age and racial groups to minimize overall disease bur-
den (deaths or years of life lost), inequity in disease out-
comes between racial groups, or both. Older age groups,
who are at a greater risk of severe disease and death, are
prioritized when minimizing measures of disease burden,
and younger marginalized groups, who face the most in-
equities, are prioritized when minimizing measures of in-
equity. We find that, when allocating small amounts of
vaccine, there is a trade-off between minimizing overall
disease burden and minimizing inequity. The allocation
strategies that minimize combinations of measures can pro-
duce middle-ground solutions that similarly improve both
overall mortality and inequity, but the trade-off can only
be mitigated by increasing the vaccine supply.
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CP7

A Unified Framework for Optimal Design of Exper-
iment for Science and Engineering Grey-Box Mod-
els

Automation and optimization of engineering systems re-
quire careful design of experiments (DoE) to minimize
the time-, material-, and labor costs of gathering data.
In model-based DoE (MBDoE), design space samples are
sequences of experimental conditions selected to maxi-
mize information gain, improve parameter precision, or
discriminate between rival candidate models using Fisher
information-based metrics such as A-, D-, and E- optimal-
ity. Yet, MBDoE methods assume the model structure is
correct, and are thus inappropriate for DoE under epis-
temic (i.e., model-form) uncertainty. In contrast, adaptive
design of experiments (ADoE) considers black-box mod-
els trained from data. In recent years, Bayesian optimiza-
tion (BO) for ADoE has emerged, which uses probabilistic
black-box surrogate models for efficient global optimiza-
tion. In BO, an acquisition function determines the lo-
cation of the next experiment by balancing the tradeoff
between exploration (sampling in areas with high uncer-
tainty) and exploitation (sampling based on distance from
the previous point). At the intersection of white and black-
box modeling paradigms are grey-box models which aug-
ment white-box models with black-box discrepancy terms.
In this work, we present a unifying DoE framework for
such models by synergizing MBDoE and BO for ADoE.
Moreover, we benchmark the performance of popular ac-
quisition functions in BO literature and demonstrate how
these models enable limited-data optimal DoE under un-
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certainty.

Kyla D. Jones
University of Notre Dame
kjones29@nd.edu

CP7

A novel algorithm for a broad class of nonconvex
optimization problems

In this paper, we propose a new global optimization ap-
proach for solving nonconvex optimization problems in
which the nonconvex components are sums of products of
convex functions. A broad class of nonconvex problems
can be written in this way, such as concave minimization
problems, difference of convex problems, and fractional
optimization problems. Our approach exploits two tech-
niques: first, we introduce a new technique, called the
Reformulation-Perspectification Technique (RPT), to ob-
tain a convex approximation of the considered nonconvex
continuous optimization problem. Next, we develop a spa-
tial Branch and Bound scheme, leveraging RPT, to ob-
tain a global optimal solution. Numerical experiments on
four different convex maximization problems, a quadratic
constrained quadratic programming problem, and a dike
height optimization problem demonstrate the effectiveness
of the proposed approach. In particular, our approach
solves more instances to global optimality for the consid-
ered problems than BARON and SCIP. Moreover, for prob-
lem instances that can be solved by our approach, BARON,
and SCIP, for instances of small dimension BARON overall
performs better on computation time, while for problem in-
stances of larger dimension our approach outperforms both
BARON and SCIP on computation time for most problem
instances.
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CP7

Niching Sparrow Search Algorithm for Solving
Benchmark Optimization Problems, Speed Re-
ducer Design, and Himmelblaus Nonlinear Opti-
mization Problem

Metaheuristic algorithms are invented or modified in order
to solve complex optimization problems at the global level.
With the development of technology, almost every domain
such as engineering, industrial, medical etcetera is facing
the problem of optimization. In order to solve these prob-
lems, a number of algorithms have been discovered. One
of the most recent optimization algorithms is the Sparrow
Search Algorithm (SSA) which is famous for its good opti-
mal ability along with fast convergence, Although, the SSA
has a lot of merits, it is still facing numerous drawbacks
namely falling into the local optima, steady convergence,

etc. Therefore, we have proposed Niching SSA (NSSA)
by introducing the niching technique in SSA for updat-
ing the position of scroungers and sparrows at the edge of
the group. This NSSA has been tested on 18 benchmark
functions, speed reducer design, and also on Himmelblaus
nonlinear optimization problem. In this work, we have ex-
amined NSSA from various aspects like optimal value, aver-
age mean for convergence accuracy, the standard deviation
for stability, and also have drawn the convergence curves
through Matlab to check the convergence rate. Moreover,
we have applied theWilcoxon Signed rank test on NSSA. In
all these aspects, computational results reveal that the per-
formance of NSSA is superior with respect to SSA, GWO,
PSO, and GSA.

Gagandeep Kaur Sidhu, Jatinder Kaur
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CP7

Some New Algorithms for Best Subset Selection in
Linear Regression.

Based on the linear regression model y = Xβ + � where
X ∈ Rn×p is the design matrix, β ∈ Rp×1 is the coeffi-
cient vector and y, � ∈ Rn×1 are the response and noise
vectors respectively, we consider the best subset selection
(BSS) problem of selecting a subset of k predictors from
the available p predictors which minimizes the residual sum
of squares �y −Xβ�2. The discrete nature of the problem
makes it of non-polynomial complexity. BSS problem can
be formulated as a cardinality constrained quadratic mini-
mization problem, which is a concave problem of the mixed
integer type. In this work a new approach based on the
well-known framework of interval branch and bound (IBB)
method has been investigated. IBB has been successfully
used for global continuous optimization over a fixed box
domain. The proposed method finds an optimal solution
by going over all the subsets systematically but not ex-
haustively, and employ certain deletion conditions to dis-
card the subsets which cannot contain an optimal solution
without explicitly exploring them. For comparison, a few
existing algorithms are adopted in the study and additional
sub-optimal techniques are also proposed for solving the
BSS problem at a lower computational cost. The perfor-
mance of these methods has been compared using a variety
of test data sets.

Vikram Singh, Min Sun
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CP8

Cost Optimization and Analysis of Multi-Server
Queue with Working Vacation and Imperfect Ser-
vice

In the proposed model, the cost analysis and optimization
of a Markovian queueing system with two-stage service,
imperfect service during working vacations, and a second
optional service with multiple servers are investigated in
this study. This research dealt with a general cost op-
timization queueing model for retail stores that operate
in a hybrid mode with numerous semi-attended checkout
counters. Matrix geometric method is used to analyze the
model and various performance indices have also been de-
rived. Sensitivity analysis has been derived to validate the
proposed model. The particle swarm optimization tech-
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nique is employed to investigate cost minimization. This
study helps the decision makers to improve the service
quality with the help of optimal design of system descrip-
tors.
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CP8

Optimal Control and Application to Reduction of
Uhi Intensity in Porous City

The architecture and urbanization of cities have a very im-
portant role in preventing overheating, and the generation
of urban heat islands. The contribution of nature in the
city is certainly one of the most interesting solutions to
reduce the effects of urban heat island, but also for bet-
ter management of the water cycle, while making the in-
terurban more pleasant. The work is intended as an at-
tempt to explore the use of the optimal control techniques
to design green spaces and how to deal with the environ-
mental problems related to the urban heat island appear-
ing in cities. A porous media-based model (Navier-Stokes-
Forschheimer-Fourier system) is developed in order to an-
alyze the mitigation of the urban heat island effect. The
focus was placed on presenting the applicability and rele-
vance of a better combination between optimization tech-
niques, and optimal control theory of partial differential
equations to ensure the comfort in urban areas. To vali-
date the method, we implement a numerical scheme, based
on a finite element method, Spectral Projected Gradient
algorithm and employing the free software FreeFem++.
The quality of the results with a realistic model assesses
the efficiency and the robustness of the approach.
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CP8

Methodology to Generate Bounded Solutions for
Hard Knapsack Problems

In this talk, we will present a simple methodology that iter-
atively solves Combinatorial Optimization problems using
commercial software to generate solutions that are within a
tight tolerance of the optimums, using a reasonable amount
of computer time. This robust procedure allows the user to
specify two sequences of tolerance and maximum execution
time. We will apply this methodology to solve a series of
NP hard knapsack problems including MKP, MMKP and
MDMKP.

Yun Lu
Kutztown University
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CP8

Iterative Local Methods Based on Second-Order

Cone Programming for Ship Routing Problem with
Two Drones

In this talk, we consider a routing problem for a cooperative
delivery system that consists of one ship and two drones.
When take-off and landing positions are continuous vari-
ables, such a problem can be formulated as a mixed-integer
second-order cone programming problems. In particular,
the computational difficulty is from the combination in the
flights of the two drones. We propose local iterative meth-
ods to obtain a favorable solution in a short time using
solutions of second-order cone programming problems.
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CP9

On Solving Retail Portfolio Maximization Prob-
lems Using Constrained Active Signature Methods

The retail industry is governed by crucial decisions on in-
ventory management, discount offers (promotions), and
stock clearing (markdowns). These present two sets of op-
timization problems. The former is an estimation problem,
where the underlying objective is to predict the coefficients
of demand elasticity with respect to product prices. The
latter is the dynamic revenue maximization problem, that
takes in these coefficients as inputs. While both present
nonsmooth optimization problems, the latter is a challeng-
ing nonlinear problem in massive dimensions. This is fur-
ther subject to constraints on inventory, inter-product re-
lationships, and price bounds. Traditional approaches to
solve such problems relied on using reformulations by intro-
ducing additional binary variables. In this work, we retain
the nonsmooth structure generated by the absolute value
function and sightly reformulate the problem(s) to a abs-
quadratic form, i.e., in a quadratic matrix-vector-product
based representation. Subsequently, we present an adapta-
tion of the Constrained Active Signature Method (CASM)
that explicitly exploits the abs-quadratic structure. In pro-
cess, we also guarantee convexity of the objectives under
some mild realistic assumptions on the market demand and
structure. Two real world retail examples (UK and US
market data from 2017-2019) are taken as case studies. Nu-
merical results show promising improvement in computa-
tional time, in comparison to binary programming solvers.

Timo Kreimeier
Humboldt-Universität zu Berlin
Timo.Kreimeier@hu-berlin.de

Aswin Kannan
Humboldt University
aswin.kannan@hu-berlin.de

Andrea Walther
Humboldt-Universität zu Berlin
andrea.walther@math.hu-berlin.de

CP9

Numerical Method for Approximately Optimal So-
lutions of Two-Stage Distributionally Robust Op-
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timization with Marginal Constraints

We consider a general class of two-stage distributionally ro-
bust optimization (DRO) problems which includes promi-
nent instances such as task scheduling, the assemble-to-
order system, and supply chain network design. The ambi-
guity set is constrained by fixed marginal distributions that
are not necessarily discrete. We derive a relaxation of the
problem via replacing the marginal constraints with finitely
many linear constraints where we can control the relax-
ation error to be arbitrarily small. We then develop dual-
ity results and transform the inf-sup problem into an inf-inf
problem. This leads to a numerical algorithm which solves
a linear semi-infinite optimization problem. Besides an
approximately optimal solution, the algorithm computes
both an upper bound and a lower bound for the optimal
value of the problem. The difference between the com-
puted bounds provides a direct sub-optimality estimate of
the computed solution. Most importantly, one can choose
the inputs of the algorithm such that the sub-optimality is
controlled to be arbitrarily small. We demonstrate the pro-
posed algorithm by applying it to a supply chain network
design problem where the ambiguity set involves a large
number of discrete and continuous marginals. The numer-
ical results showcase that the proposed algorithm computes
high-quality robust decisions along with their correspond-
ing sub-optimality estimates with practically reasonable
magnitudes that are not over-conservative.
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CP9

Robust Optimization with Continuous Decision-
Dependent Uncertainty

We consider a robust optimization problem with contin-
uous decision-dependent uncertainty (RO-CDDU), which
has two new features: an uncertainty set linearly dependent
on continuous decision variables and a convex piecewise-
linear objective function. We prove that RO-CDDU is NP-
hard in general and reformulate it into an equivalent mixed-
integer nonlinear program (MINLP) with a decomposable
structure to address the computational challenges. Such
an MINLP model can be further transformed into a mixed-
integer linear program (MILP) given the uncertainty set’s
extreme points. We propose an alternating direction algo-
rithm and a column generation algorithm for RO-CDDU.
We model a robust demand response (DR) management
problem in electricity markets as RO-CDDU, where elec-
tricity demand reduction from users is uncertain and de-
pends on the DR planning decision. Extensive computa-
tional results demonstrate the promising performance of
the proposed algorithms in both speed and solution qual-
ity. The results also shed light on how different magni-
tudes of decision-dependent uncertainty affect the demand
response decision.
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CP9

Economic Capital Based Portfolio Management
with Robust Optimization

Economic capital based decision-making is currently expe-
riencing a revival in banking and business investment. Risk
Adjusted return on capital (RAROC) is bound to play an
important role in financial decision-making, not only for
regulatory-capital requirements and performance tracking
of business units but also as a risk metric in pricing and
transaction decision-making. In this paper, we study port-
folio management by maximizing the RAROC of the port-
folio. Robust techniques are used to handle the uncertainty
of the return, and the optimal portfolio can be selected by
solving a second-order cone optimization problem or a lin-
ear optimization when the economic capital is measured
by VaR or CVaR. Multi-period investment problem is also
considered. Numerical tests on the market data show that
the investment with RAROC strategies has better perfor-
mance than that based on the Sharpe ratio and Hangseng
index.
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CP10

The Emergence of League and Sub-League Struc-
ture in the Population Lotto Game

In order to understand if and how strategic resource al-
location can constrain the structure of pair-wise competi-
tion outcomes in competitive human competitions we in-
troduce a new multiplayer resource allocation game, the
Population Lotto Game. This new game allows agents to
allocate their resources across a continuum of possible spe-
cializations. While this game allows non-transitive cycles
between players, we show that the Nash equilibrium of the
game also forms a hierarchical structure between discrete
‘leagues’ based on their different resource budgets, with
potential sub-league structure and/or non-transitive cycles
inside individual leagues. We provide an algorithm that
can find a particular Nash equilibrium for any finite set
of discrete sub-population sizes and budgets. Further, our
algorithm finds the unique Nash equilibrium that remains
stable for the subset of players with budgets below any
threshold.
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CP10

Combatting Gerrymandering with Social Choice:
the Design of Multi-Member Districts

Every representative democracy must specify a mechanism
under which voters choose their representatives. The most
common mechanism in the United States – Winner takes
all single-member districts – both enables substantial parti-
san gerrymandering and constrains ‘fair’ redistricting, pre-
venting proportional representation in legislatures. We
study the design of multi-member districts (MMDs), in
which each district elects multiple representatives, poten-
tially through a non-Winner takes all voting rule. We carry
out large-scale empirical analyses for the U.S. House of
Representatives under MMDs with different social choice
functions, under algorithmically generated maps optimized
for either partisan benefit or proportionality. Doing so
requires efficiently incorporating predicted partisan out-
comes – under various multi-winner social choice functions
– into an algorithm that optimizes over an ensemble of
maps. We find that with three-member districts using Sin-
gle Transferable Vote, fairness-minded independent com-
missions would be able to achieve proportional outcomes
in every state up to rounding, and advantage-seeking par-
tisans would have their power to gerrymander significantly
curtailed. Simultaneously, such districts would preserve
geographic cohesion, an arguably important aspect of rep-
resentative democracies. In the process, we advance a rich
research agenda at the intersection of social choice and
computational gerrymandering.
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CP11

Minimizing a Quadratic over Stiefel Manifolds and
Placement Applications

In this paper, we present one trust region method for the
initialization scheme, which has applications in VLSI place-
ment. The proposed algorithm is basically one sequential
subspace method(SSM) for minimizing a quadratic over r-
dimensional Stiefel manifolds, where r is 2 or 3. For each
subproblem, we apply sequential quadratic programming
to compute the local minimizer. In general, the local mini-
mizer is not necessarily a global minimizer. When the sys-
tem matrix has r identical smallest eigenvalues, the iterates
of SSM actually converge to a global minimizer, whenever
each SSM subspace contains the following 3r vectors: (i)r
orthogonal unit vectors associated with the current iterate,
(ii) r vectors corresponding to the gradient of the objective

function at the current iterate, and (iii) r orthogonal unit
eigenvectors associated with the smallest eigenvalue of the
system matrix.
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CP11

On a Sequence of Quasi-Nonexpansive Mappings in
a Geodesic Space with Curvature Bounded Above

The purpose of this talk is to present �-convergence and
strong convergence theorems for quasi-nonexpansive se-
quences in the setting of a geodesic space with curvature
bounded above by one. The results can be applied to the
image recovery problem for a countable family of closed
convex subsets of such spaces and also applied to the opti-
mization problem for convex functions.
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CP12

Online Contextual Decision Making with a Smart
Predict-Then-Optimize Method

We study an online contextual decision-making problem
with resource constraints. At each time period, the
decision-maker first predicts a reward vector and resource
consumption matrix based on a given context vector and
then makes a decision. The final goal is to maximize the
summation of the reward and the utility from resource con-
sumption, while satisfying the resource constraints. We
propose an algorithm that mixes a prediction step based
on the ”Smart Predict-then-Optimize (SPO)” method with
a dual update. The regret bound is sublinear and depends
on the risk bounds of the surrogate loss used to learn the
prediction model. Our algorithm and regret bounds apply
to a general convex feasible region for the resource con-
straints, including both hard and soft constraints, and they
apply to a wide class of prediction models in contrast to
linear context or finite policy spaces.
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CP12

A Recursive Multilevel Algorithm for Deep Learn-
ing

Increasing the complexity of modern neural networks of-
fers superior classification accuracy but makes the training
computationally more expensive. Multilevel methods, tra-
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ditionally applied in solving differential equations using a
hierarchy of discretizations, offer the potential to reduce
computational effort. In this talk, we present a recursive
multilevel stochastic gradient descent algorithm that ac-
celerates learning by a multilevel strategy. A gradient cor-
rection term is needed to establish first-order consistency.
We discuss further conditions to ensure convergence of the
method. To demonstrate the usefulness of our approach,
we apply it to residual neural networks in image recognition
using image resolution to establish a hierarchy. We con-
struct neural networks of decreasing number of variables
and corresponding prolongation and restriction operators.
Numerical results are presented.
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CP12

Maximal Independent Set for Boolean Pattern
Recognition

Logical Analysis of Data (henceforth, LAD) is a rule-
based supervised learning methodology that utilizes mixed
integer and linear programs (henceforth, MILP) to find
(Pareto-)optimal logical patterns that distinguishes one
type of data from the other(s). An independent set in
a graph is a collection of vertices that are pairwise disjoint,
and finding maximum independent set is a NP-complete
problem in combinatorics. In this paper, we establish a
relationship between a Boolean pattern for a specific deci-
sion and the maximum independent set in a graph under
the homogeneity condition. However, we exploit a max-
imal independent set instead for efficiency, and generate
new type of pattern containing the set. We demonstrate
the efficiency and efficacy of proposed combinatorial algo-
rithm through computational experiments on benchmark
machine learning datasets. Comparing results obtained
from the MILP approach for LAD pattern generation, our
new method yields competitive testing accuracy, requires
at least 2 orders of magnitude less time for pattern dis-
covery, and generates fewer logical patterns. Our new ap-
proach not only provides a combinatorial and more efficient
way of analyzing data but also sheds light on new ways to
tackle a hard problem in combinatorics and optimization.
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CP12

Mixed-Integer Quadratic Optimization and Clus-
tering for Semi-Supervised Support Vector Ma-
chines

Among the most famous algorithms for solving classi-
fication problems are support vector machines (SVMs),
which find a separating hyperplane for a set of labeled
points. Sometimes, however, labels are only available for
a subset of points. Furthermore, this subset can be non-
representative, e.g., due to self-selection in a survey. Semi-
supervised SVMs tackle the setting of labeled and unla-
beled points and can often improve the reliability of the re-
sults. Moreover, additional information on the cardinality

of the classes can be available from undisclosed sources. We
propose a mixed-integer quadratic programming (MIQP)
formulation to consider the setting of labeled and unlabeled
points as well as the total number of points in each class.
Since the MIQP’s computation overhead rapidly grows as
the number of variables increases, we introduce a cluster-
ing approach to reduce the model’s size. Our preliminary
numerical tests show that this approach leads to a similar
accuracy than the MIQP formulation but at much lower
computation cost, thus allowing to solve larger problems.
With respect to the original SVM formulation, we observe
that our approach has even better accuracy for biased sam-
ples.
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CP12

Model-Based Feature Selection for Neural Net-
works: A Mixed-Integer Programming Approach

n this work, we develop a novel input feature selection
framework for ReLU-based deep neural networks (DNNs),
which builds upon a mixed-integer optimization approach.
While the method is generally applicable to various classi-
fication tasks, we focus on finding input features for image
classification for clarity of presentation. The idea is to use
a trained DNN, or an ensemble of trained DNNs, to iden-
tify the salient input features. The input feature selection
is formulated as a sequence of mixed-integer linear pro-
gramming (MILP) problems that find sets of sparse inputs
that maximize the classification confidence of each cate-
gory. These “inverse’ problems are regularized by the num-
ber of inputs selected for each category and by distribution
constraints. Numerical results on the well-known MNIST
and FashionMNIST datasets show that the proposed input
feature selection allows us to drastically reduce the size of
the input to ∼15% while maintaining a good classification
accuracy, dropping less than 5 percentage points. This
allows us to design DNNs with significantly fewer connec-
tions, reducing computational effort and producing DNNs
that are more robust toward adversarial attacks.
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CP13

Networked Policy Gradient Play in Markov Poten-
tial Games

We propose a networked policy gradient play algorithm for
solving Markov potential games. In a Markov game, each
agent has a reward function that depends on the actions
of all the agents and a common dynamic state. A differ-
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entiable Markov potential game admits a potential value
function that has local gradients equal to the gradients of
agents’ local value functions. In the proposed algorithm,
agents use parameterized policies that depend on the state
and other agents’ policies. Agents use stochastic gradients
and local parameter values received from their neighbors to
update their policies. We show that the joint policy param-
eters converge to a first-order stationary point of a Markov
potential game in expectation for general action and state
spaces. Numerical results on the lake game exemplify the
convergence of the proposed method.
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CP13

Computing Perfect Bayesian Equilibria: From a
Mathematical Characterization to a Differentiable
Path-Following Method

As a slight relaxation to the requirements of sequential
equilibrium, the notion of perfect Bayesian equilibrium was
established by demanding Kreps and Wilson’s global se-
quential rationality, belief consistency and subgame per-
fection, which has broad applications in economic analy-
sis. Nonetheless, the establishment lacks a practicable and
effective formulation for computationally finding such an
equilibrium. To address this concern, this paper develops a
mathematical characterization of perfect Bayesian equilib-
rium. The characterization comes from a new consistency
notion called self-strategy-independent consistency, which
introduces an explicit system for determining the players’
beliefs. A salient point of self-strategy-independent consis-
tency is to characterize a player’s belief at an information
set as a probability distribution irrelevant to his own be-
havioral strategies but induced by his previous beliefs. As
a result of the characterization, we attain a polynomial
system as a necessary and sufficient condition for a per-
fect Bayesian equilibrium. An application of the charac-
terization leads to a differentiable path-following method
for computing perfect Bayesian equilibria. Numerical re-
sults further confirm the effectiveness and efficiency of the
method.
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CP13

A Polynomial-System Characterization of Nash
Equilibrium in Behavioral Strategies and Its Com-
putational Applications

As one of the most important and elegant ideas in game
theory, Nash equilibrium was formulated by Nash (1951).
Nonetheless, due to global rationality in the formulation,
the existing approaches have to invoke a normal-form or
sequence-form representation for finding a Nash equilib-
rium in behavioral strategies. To directly compute such
an equilibrium, we develop in this paper an equivalent
definition of Nash equilibrium in behavioral strategies of
an extensive-form game with perfect recall. The develop-
ment exploits an auxiliary behavioral strategy profile and
a self-independent belief system to acquire global rational-
ity from local rationality through the conditional expected
payoff on every information set. The equivalent definition
naturally leads to a polynomial system as a necessary and

sufficient condition for a Nash equilibrium. A restriction
of the equivalent definition on every subgame yields an
equivalent definition of subgame perfect equilibrium in be-
havioral strategies and a polynomial system as a sufficient
and necessary condition for a subgame perfect equilibrium.
Moreover, we establish with the equivalent definitions the
existence of both a smooth path to a Nash equilibrium and
a smooth path to a subgame perfect equilibrium and secure
two differentiable path-following methods. Comprehensive
numerical experiments are presented to further verify the
effectiveness and efficiency of the methods.
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CP14

A Variational Calculus for Optimal Control of Net-
works of Scalar Conservation Laws

Networks of scalar conservation laws are useful models for
applications such as vehicular traffic flow, supply chains
or transmission of data. Such networks consist of initial
boundary value problems of scalar conservation laws on ev-
ery edge which are coupled by node conditions. For optimal
control of these networks a variational calculus is desirable
that implies the differentiability of objective functionals
with respect to controls. In the last decade research on ini-
tial boundary value problems of scalar conservation laws
successfully introduced a variational calculus based on the
concept of shift differentiability which implies differentia-
bility of objective functionals of tracking type and yields
an adjoint based gradient representation. This talk will
present recent progress in the development of a variational
calculus for networks of scalar conservation laws based on
the concept of shift-differentiability. Regarding the node
conditions we will introduce a framework for their represen-
tation and analysis which has proven compatible with the
known approach of shift-differentiability on a single edge.
In this framework we are able to extend results of the initial
boundary value problem such as continuous Frchet differ-
entiability and an adjoint based gradient representation of
particular functionals of the control-to-solution operator
on the network.
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CP14

Design Optimization via the Continuous Stochastic
Gradient Method

We consider large scale optimization problems with an ob-
jective function depending on random or distributed pa-
rameters. Here, standard deterministic optimization ap-
proaches rely on a discretization of the appearing integrals.
Thus, the underlying quadrature rule can introduce arti-
ficial local minima into the objective function, resulting
in an overall poor performance of the optimizer. Since cir-
cumventing this effect severely increases the computational
cost, stochastic gradient type methods have gained pop-
ularity over the years. However, standard schemes from
literature are typically limited to expected loss functions
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and overall still require many iterations, i.e., state equa-
tion solutions. Thus, we present the continuous stochastic
gradient method (CSG), which provides an efficient hybrid
approach, without these limitations. In CSG, samples cal-
culated in previous iterations are collected in an optimal
linear combination to obtain an approximation to the full
gradient and objective function value. It can be shown
that the approximation error for both of these quantities
vanishes during the optimization process. Therefore, CSG
inherits many convergence properties known from full gra-
dient methods, like convergence for constant step sizes or
even step sizes obtained by an Armijo-type line search,
based on the CSG approximations. After detailing the
main theoretical properties of CSG, its efficiency is demon-
strated for several applications from nanoparticle optics.
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CP14

Computing P-Harmonic Descent Directions and
Their Limits for Shape Optimization

Shape optimization constrained to partial differential equa-
tions is a vivid field of research with high relevance for in-
dustrial grade applications. Recent development suggests
that using a p-harmonic approach to determine descent di-
rections is superior to classical Hilbert space methods, but
features the solution of a vector-valued p-Laplace problem
with a boundary force in each iteration. We present the
extension of an algorithm for scalar Dirichlet problems to
solve these problems with the advantage of not requiring an
iteration over the order p and thus compute higher-order
solutions efficiently. Results are verified by numerical ex-
periments in a fluid dynamic setting. A general require-
ment on the transformations of the computational domain
is to keep it of Lipschitz type. While solutions for finite
p yield approximations in W 1,p, analytically only descent
directions in W 1,∞ are admissible. However, this is chal-
lenging since the limit of the p-Laplace problem features in
general non-unique solutions, in particular arising from a
change of sign in the force term required to fulfill geomet-
ric constraints in shape optimization. Therefore, we make
progress towards an algorithm for computing admissible
descent directions, that are the limit of the correspond-
ing p-harmonic descent directions. The resulting deforma-
tions then still preserve the quality of the underlying mesh,
which is crucial for applications.
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CP14

Binary Level-Set Method for Variational Implicit
Solvation Model

The Variational Implicit Solvent Model (VISM) is a theo-
retical and computational tool to study biomolecular sys-
tems with complex topology. Central in VISM is an effec-
tive free-energy of all possible interfaces separating solutes
(e.g., proteins) from solvent (e.g., water). Such a func-
tional can be minimized numerically by a level-set method
to determine the stable equilibrium conformations and sol-
vation free energies. However, the PDE-based approach is
time-consuming.We developed a discrete formulation of the
problem using the binary level set method. The interface
is approximated by a binary level set function that takes
value ±1 on the solute/solvent region. The VISM energy
can be minimized by iteratively flipping the binary level
set function. The new method is fast enough to be cou-
pled with the Monte Carlo method for biomolecular simu-
lations. We also show that with the discrete formulation,
the VISM energy functional can be globally minimized by
min-cut max-flow algorithms.
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CP15

Lattices Enumeration via Linear Programming

Given a positive integer d and a1, . . . ,ar vectors in Rd,
{k1a1 + · · · + krar : k1, . . . , kr ∈ Z} ⊂ Rd is the so-called
lattice generated by the family of vectors, or by the matrix
A = (a1| . . . |ar) ∈ Rd×r. In high dimensional integra-
tion, prescribed lattices are used for constructing reliable
quadrature schemes. The quadrature points are the lattice
points lying on the integration domain, typically the unit
hypercube [0, 1)d or a shifted hypercube. It is crucial to
be able to enumerate the lattice points in such domains
inexpensively. Undeniably, the lack of fast enumeration
procedures hinders the applicability of lattice rules. Ex-
isting enumeration procedures exploit intrinsic properties
of the lattice at hand, such as Z-periodicity, orthogonal-
ity, recurrences, etc. We present a general-purpose lattice
enumeration strategies based on linear programming. We
demonstrate how to combine duality and parametric lin-
ear programming in order to accelerate these strategies,
producing performances comparable to the enumeration
strategies that are fine-tuned to special lattices. In ad-
dition, we discuss a variety of relaxation and reduction
techniques that allow further acceleration of the introduced
algorithms. Numerical experiments in high dimension are
also presented.
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CP15

Quadratic Program Networks

A Quadratic Program Network (QPNet) is a collection
of interdependent QPs to be solved jointly. Well-known
problem classes which can be described as QPNets include
bilevel QPs and linear-quadratic Nash equilibrium prob-



18 SIAM Conference on Optimization (OP23)OP23 Abstracts 17

lems. However, these instances are among the simplest
QPNets conceivable, typically comprised of few QPs and
in basic network patterns. In this work, a theory is pre-
sented describing general QPNets, such as those comprised
of many QPs organized in complex, multi-level networks.
It is argued that this generalization is not merely for the-
oretical interest but to provide a natural framework for
describing important real-world problems. To this end, an
open-source solver is developed to compute local solutions
to QPNets, the capabilities of which are demonstrated on
interesting example instances.
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CP15

Random Block Coordinate Descent Methods for
Computing Optimal Transportation Problems

The optimal transport problems are reduced to a linear
programming (LP) problem through discretization. In this
paper, we introduced the random block coordinate de-
scent (RBCD) methods to directly solve this LP. In each
iteration, we restrict the potential large-scale optimiza-
tion problem to small LP subproblems constructed via
randomly chosen working sets. Using a random Gauss-
Southwell-q rule to select these working sets, we equip the
RBCD method with almost sure convergence and linear
convergence rate. By further exploring the special struc-
ture of constraints in the optimal transport problems, we
proposed several approaches to refine the random work-
ing set selection and accelerate the RBCD method. Pre-
liminary numerical experiments demonstrate several merits
of the accelerated random block coordinate descent (AR-
BCD) over the Sinkhorn method, in terms of solution ac-
curacy and numerical stability.
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CP15

On Facet-Pivot Method for Linear Programming

The simplex method for linear programming (LP) has been
extensively studied for many decades. Currently, almost
all pivot rules in LP algorithms are vertex pivot, which
searches from one vertex to the next vertex along an edge
of the convex polytope. In this paper, we propose a facet
pivot method that updates a facet in every iteration by
crossing a ridge of the convex polytope. The main advan-
tage of using the facet pivot rules is that the method is
more suitable for the general LP problem with equality,
inequality, and boundary constraints without introducing
relaxation variables. Our preliminary numerical experience
shows that the facet pivot method is very promising com-
pared to the traditional vertex pivot method.
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CP15

A Hybrid Interior-Point-Column-Generation
Method for Discrete Optimal Transport Problems

Discrete Optimal Transport problems give rise to very large
linear programs (LP) with a particular structure of the

constraint matrix. In this talk we present a hybrid algo-
rithm that mixes an interior point method (IPM) and col-
umn generation, specialized for the LP originating from the
Kantorovich Optimal Transport problem. Knowing that
optimal solutions of such problems display a high degree of
sparsity, we propose a column-generation-like technique to
force all intermediate iterates to be as sparse as possible.
The algorithm is implemented nearly matrix-free. Indeed,
most of the computations avoid forming the huge matrices
involved and solve the Newton system using only a much
smaller Schur complement of the normal equations. We
prove theoretical results about the sparsity pattern of the
optimal solution, exploiting the graph structure of the un-
derlying problem. We use these results to mix iterative
and direct linear solvers efficiently, in a way that avoids
producing preconditioners or factorizations with excessive
fill-in and at the same time guaranteeing a low number of
conjugate gradient iterations. We compare the proposed
method with two state-of-the-art solvers and show that
it can compete with the best network optimization tools
in terms of computational time and memory usage. We
perform experiments with problems reaching more than
a billion variables and demonstrate the robustness of the
proposed method.
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CP16

Solution of Constrained Multi-Objective Optimiza-
tion Problems Using Trust Region Technique

We propose a trust region based algorithm for constrained
multi-objective optimization problems. At every iteration
of the algorithm, a sub-problem is formulated using the
quadratic approximation of all the objective functions and
linear approximation of all the constraints at that iter-
ating point. The solution to this sub-problem provides
the descent direction. The step is evaluated using the no-
tion of actual reduction and predicted reduction. A non-
differentiable penalty function is used to handle the con-
straint violations. An adaptive BFGS update rule is in-
troduced to update the matrix. The proposed method can
adjust the trust region radius automatically at every iter-
ation, which helps to reduce the number of iterations. In
addition, a spreading technique is introduced to derive the
well-spread Pareto front. Under some reasonable assump-
tions, the global convergence of the proposed algorithm
is proved. Furthermore, the superlinear rate convergence
property of the algorithm is established. Numerical results
and comparisons with existing methods are provided using
a set of test problems to show the efficiency of the pro-
posed method, both in the quality of the approximated
Pareto front and in the computational perspective.
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CP16

Multivariate Optimization for Sampling Instru-
mentation

In fields involving sampling, optimization of instrument pa-
rameters is a common practice. However, there is a gap
between the current optimization methods used and mod-
ern, accurate optimization that should be applied. There
is a need to employ a generalized strategy, suitable for al-
most any analytical instrumentation/sample prep/analysis
scheme. The novelty of the proposed work is performing
multivariate, multi-objective optimization with Karush-
Kuhn-Tucker conditions to limit the optimization space
to real-world or realistic solutions that are bounded by
physical limitations of the instrument or process. In ad-
dition, we propose a novel concept for broadening the op-
tions for the quantities to be optimized, for example, the
shape of the curve, height and/or width, rather than area.
This will allow for more easily processed samples in com-
putational analysis, statistical analysis, machine learning
algorithms, etc. These methods applied to various ana-
lytical systems/samplers/sample preparation methods are
relevant to government agencies, nuclear nonproliferation
offices, as well as food industries. The result is a procedure
to reduce time invested in optimizing analytical methods
using traditional single variate trial-and-error optimization
and potentially improve the sensitivity of current tech-
niques. This methodology could serve to reduce the cost of
developing and optimizing future systems and instruments.
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CP16

On the Set Order Topology and Its Application to
Well-Posedness in Set-Valued Optimization

In this work, we introduce a topology on the power set
P(Z) of a partially ordered normed space Z from which we
derive a topological convergence on P(Z) along with new
concepts of continuity and semicontinuity for set-valued
mappings. Our goal is to propose a suitable framework in
order to address set optimization problems involving set
relations based on a cone ordering. Taking advantage of
this new framework, we establish several results regard-
ing the well-posedness of set-valued optimization problems
that are consistent with the state of the art. We also exem-
plify the practicability of our theoretical results by estab-
lishing the well-posedness of the portfolio investment opti-
mization problem without requiring a convexity property
for the composite risk measure and with a not necessarily
bounded set of minimal solutions.

James Larrouy, Michel H. Geoffroy
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CP16

C-Pearl: Multi-Objective Reinforcement Learning-
Based Approach for Large-Scale Constrained Nu-
clear Reactor Loading Pattern Optimization.

The Constrained Pareto Envelope Augmented with Re-

inforcement Learning (C-PEARL) aims at solving con-
strained multi-objective problems, especially in the field
of engineering for which candidate solutions are evaluated
with an often-slow physic-based code. The Nuclear Reac-
tor loading pattern optimization falls into this category. It
belongs to the class of combinatorial optimization prob-
lem and is characterized by a remarkably large design
space with many conflicting constraints and objectives.
There, designers have stringent time constraints imposed
by result-driven assignments which contrast to academia
from which many of the popular algorithms originate.
Hand-optimization in which the trade-off between solu-
tions is evaluated thanks to the intuition of the designers is
still the preferred method in the industry. Therefore, they
would greatly benefit from methods offering a wealth of
high quality solutions within a reasonable amount of time.
C-PEARL was developed to tackle this issue and combined
single-policy multi-objective-based Reinforcement Learn-
ing (RL) methods to draw the pareto envelope and cur-
riculum learning to handle the constraints. The novelty
lies in having RL agents learn not to generate unfeasible
solutions while receiving rewards depending on the qual-
ity of the envelope directly to improve it. C-PEARL offers
many promises to solve the problem at hand, and its appli-
cation could seamlessly extend to any type of engineering
design.
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CP16

Nonsmooth Multiobjective Optimization Problems
with Switching Constraints

we consider nonsmooth multiobjective optimization prob-
lems with switching constraints (NMOPSC). Further, we
introduce the notion of Weak stationarity, Mordukhovich
stationarity, and Strong stationarity, i.e., W-stationarity,
M-stationarity, and S-stationarity, respectively, for the
MOPSC and establish that the M-stationary conditions are
sufficient optimality conditions for the MOPSC using gen-
eralized convexity. Further, we propose a Wolfe-type dual
model for the NMOPSC and establish weak duality and
strong duality results under generalized convexity assump-
tions.
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CP17

Local Convergence Rates for Weakly Convex
Douglas-Rachford Splitting and Admm via Descent
of Proximal Merit Functions

We present a framework for analyzing local rates of con-
vergence for nondescent methods in structured weakly con-
vex optimization, such as the Douglas-Rachford splitting
scheme and ADMM. The analysis is based on descent prop-
erties of a merit function that serves as a proxy of the true
objective function, and a subdifferential-based error bound
on the distance to critical points. This work corresponds
to an extension of [F. Atenas, C. Sagastizbal, P. J. Silva,
and M. Solodov. A unified analysis of descent sequences in
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weakly convex optimization, including convergence rates
for bundle methods. Accepted in SIOPT, 2022], in the
sense that local rate of convergence properties for descent
methods can be directly transferred to nondescent meth-
ods through an appropriate merit function defined using
primal-dual information, for which sufficient descent along
the generated iterates is guaranteed.
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CP17

An Asynchronous Proximal-Subgradient Method
for Solving Additive Convex Optimization Prob-
lems

In this work we consider additive convex optimization
problems in which the objective function is the sum of
a large number of convex nondifferentiable cost functions.
We assume that each cost function is specifically written as
the sum of two convex nondifferentiable function in which
one function is appropriate for the subgradient method and
the another one is suitably treated with the proximal it-
eration. To this end, we propose a distributed optimiza-
tion algorithm based on the subgradient method and the
proximal method. The proposed method is governed by
asynchronous feature in which it allows time-varying de-
lays when computing the subgradients. We prove the con-
vergence of function values of iterates to the optimal value.
To demonstrate of the efficiency of the presented theoreti-
cal result, we investigate the binary classification problem
via the support vector machine learning.
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CP17

A Normal Map-Based Perspective on Second Or-
der Theory for Composite Problems: Second Order
Conditions, Metric Regularity, and Nonsingularity

Strong metric subregularity and strong metric regularity of
the natural residual and the normal map are of particular
importance in the convergence analysis of first-order and
second-order algorithms. In this paper, we characterize the
strong metric subregularity of the natural residual and the
normal map for general nonsmooth nonconvex composite
functions, and show the equivalence between these condi-
tions, the strong metric subregularity of the subdifferen-
tial, and the quadratic growth condition of the objective
function. For strong metric regularity of the subdifferen-
tial, we show that when the nonsmooth part is C2-strictly
decomposable with additional mild assumptions, then the
strong metric regularity of the subdifferential is equivalent
to those of natural residual and the normal map, and a
counterpart of strong second-order sufficient condition in
the composite optimization setting. Counterexamples il-

lustrate the necessity of our assumptions.
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CP17

A Dynamic Distributed Conjugate Gradient
Method for Variational Inequality Problem over
the Common Fixed-Point Constraints

In this paper, we propose a dynamic distributed con-
jugate gradient method for solving the strongly mono-
tone variational inequality problem over the intersection
of fixed-point sets of firmly nonexpansive operators. The
proposed method allows the independent computation of
a firmly nonexpansive operator along with the dynamic
weight which is updated at each iteration. This strategy
aims to speed up the convergence behavior of the algorithm
by updating control factors to drive each iterative step.
Under some suitable control conditions on corresponding
parameters, we show a strong convergence of the iterate to
the unique solution of the considered variational inequal-
ity problem. We consider the numerical experiments and
discuss some observation points by applying the model to
solve the image classification problem via the support vec-
tor machine learning.
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CP17

Minimizing the Difference of Convex and Weakly
Convex Functions Via Bundle Method

We consider optimization problems with objective and con-
straints being the difference of convex and weakly convex
functions. This framework allows covering a vast family of
nonsmooth and nonconvex optimization problems, in par-
ticular, those involving Difference-of-Convex (DC) func-
tions with known or unknown DC decomposition, functions
whose gradient is Lipschitz continuous, as well as problems
that comprise certain classes of composite and nonconvex
value functions. We investigate several stationary condi-
tions and present a proximal bundle method to compute
critical points for problems of this class. Our algorithm,
which employs an improvement function and an original
rule to update the proximal parameter to ensure conver-
gence, relies on cutting-plane approximations of the con-
vex functions and linearizations of the weakly convex ones
to construct a sequence of convex quadratic subproblems
yielding new iterates. The practical performance of the
method is illustrated by numerical experiments on some
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nonconvex stochastic problems.
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CP18

gH-Dini Hadamard Subdifferential for Nonsmooth
Interval Optimization Problem and Its Applica-
tions in Nonsmooth Control Systems

In this article, we investigate the notions of gH-Dini
Hadamard subdifferential and gH-Dini Hadamard su-
perdifferential for nonsmooth interval-valued functions
(IVFs). For convex IVFs, the gH-Dini Hadamard sub-
differential and the gH-subdifferential are found to coin-
cide. The gH-Dini Hadamard subdifferential is proved to
be convex and closed. Furthermore, we show that the gH-
Dini Hadamard subdifferential obeys the one-sided sum
rule and the partial chain rule. A criterion for an IVF
to be gH-Dini Hadamard subdifferentiable is given. We
also propose a smooth variational description of gH-Dini
Hadamard subgradients, demonstrating that each gH-Dini
Hadamard subgradient can be described equivalently by
the gH-Hadamard derivative of a smooth IVF. We de-
rive a Fritz-John-type necessary optimality condition and a
KKT-type necessary optimality condition using the smooth
variational description of gH-Dini Hadamard subgradients.
To observe an application, we use the gH-Dini Hadamard
subdifferential to investigate the asymptotic controllabil-
ity of nonsmooth dynamical control systems. Finally, an
example of an unstable nonsmooth control system is pre-
sented.
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CP18

Epsilon-Subdifferentiability for Interval-Valued
Functions and Its Applications

A problem is called an interval optimization problem if it
is associated with interval-valued function. Due to the un-
certain nature of many real-world occurrences, the study
of interval optimization problems has become a noteworthy
research topic. However, there are many interval optimiza-
tion problems whose exact solutions cannot be found. In
this study, to find approximate solutions to such problems,
we propose the notion of �-subdifferentiability for con-
vex interval-valued functions with the help of generalized
Hukuhara difference. Several important characteristics of
�-subdifferential set, such as nonemptiness, closedness, con-
vexity, boundedness, etc. are given in this study. Further-
more, a new solution concept, namely approximate solu-
tion or �-solution, is introduced for an interval optimiza-
tion problem. Using the proposed �-subdifferentiability,
we develop two necessary and sufficient optimality condi-
tions to find an �-solution for an unconstrained interval

optimization problem. Lastly, a theorem has been given
to solve interval minimax optimization problems using �-
subdifferentiability. Some numerical examples are also pre-
sented to support the whole study.
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CP18

Totally Relaxed Inertial Self-Adaptive Projection
and Contraction Method for Solving Non-Lipschitz
Variational Inequalities

Due to the difficulty posed in calculating projection onto
the feasible set when solving variational inequality prob-
lem (VIP), several attempts are being made by researchers
in recent times, to eliminate the need for an actual pro-
jection onto the feasible set, so as to ease computation.
In this paper, we study the classical variational inequality
problem defined on a finite intersection of sub-level sets
of convex functions, for which the cost operator is non-
Lipschitz (or uniformly) continuous. We propose a new
iterative method, called the Totally relaxed inertial self-
adaptive projection and contraction method (TRISPCM),
in which the projection onto the feasible set is replaced
with a projection onto some half-space. We adopt a self-
adaptive step size, void of the line search procedure. We
also utilize the inertial technique for achieving a faster con-
vergence rate. Furthermore, under some mild assumptions
we prove that the sequence generated by our proposed al-
gorithm converges strongly to a minimum-norm solution of
the problem. Finally, we conduct some numerical experi-
ments to vividly exhibit the performance of our method in
comparison with some of the existing methods in the litera-
ture. Our result in this paper extends and improves several
of the existing results in the literature in this direction.

Victor A. Uzor
University of KwaZulu NAtal, South Africa
University of KwaZulu NAtal, South Africa
uzorvictor50@gmail.com

Timilehin Alakoya, oluwatosin mewomo
University of KwaZulu NAtal, South Africa
timimaths@gmail.com, mewomoo@ukzn.ac.za

Aviv Gibali
Braude College
P.O. Box 78, Karmiel 2161002, Israel
avivg@braude.ac.il

CP18

Moreau Envelope of Supremum Functions with Ap-
plications to Infinite and Stochastic Programming

In this talk, we discuss the Moreau envelope of the supre-
mum of a family of convex, proper, and lower semicontin-
uous functions. Under mild assumptions, we prove that
the Moreau envelope of a supremum is the supremum of
Moreau envelopes, which allows us to approximate possibly
nonsmooth supremum functions by smooth functions that
are also the suprema of functions. Consequently, we pro-
pose and study approximated optimization problems from
infinite and stochastic programming for which we obtain
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zero-duality results and optimality conditions without the
verification of constraint qualification conditions.
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Pedro Pérez-Aros
Universidad de O’Higgins
Universidad de O’Higgins
pedro.perez@uoh.cl

CP19

Optimized Implicit Runge-Kutta Method for Di-
rect Integration of Third Order Boundary Value
Problems

An Implicit Runge-Kutta method for the numerical ap-
proximation of the solution of general third order boundary
value problems is derived via a ”direct” method as those
invented by Nystr6m. This method considers three intra-
step points which are adequately selected so as to optimize
the local truncation errors of the main formulas. The new
method is zero-stable, consistent and convergent. Numer-
ical examples from literature shows the efficiency of this
method in terms of the global errors obtained.
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CP19

Variational-Like Inclusion Problems Involving A-
Maximal m-Relaxed η-Accretive Mappings

We introduce a new class of accretive mappings in the
framework of q-uniformly smooth Banach spaces called
A-maximal m-relaxed η-accretive mappins in the sense of
semi-inner product of type (p) (SIPp)). The resolvent op-
erator associated with such a mapping is defined; its Lips-
chitz continuity is proved and an estimate of its Lipschitz
constant is computed under some suitable conditions. Gen-
eralized nearly asymptotically nonexpansive mappings is
studied and the problem of finding a common element of
the set of fixed points of a given generalized nearly asymp-
totically nonexpansive mapping and the set of solutions of
a variational-like inclusion problem involving A-maximal
m-relaxed η-accretive mappings in the sense of SIPp is in-
vestigated. To achieve this goal, a new iterative algorithm
is constructed. Using graph convergence and resolvent op-
erator associated with an A-maximal m-relaxed η-accretive
mapping in the sense of SIPp, a new equivalence relation-
ship between the graph convergence and the resolvent op-
erator convergence of a sequence of A-maximal m-relaxed
η-accretive mappings in the sense of SIPp is established. As
an application of this equivalence, the strong convergence
of the sequence generated by our proposed iterative algo-
rithm to a common point of the above two sets is demon-
strated under some suitable assumptions imposed on the
parameters. The results presented in this paper unify, im-
prove and generalize some recent works in this field.
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CP19

Kinodynamic Control Systems and Discontinuities
in Clearance

We investigate the structure of discontinuities in clearance
(or minimum time) functions for nonlinear control systems
with general, closed obstacles (or targets). We establish
dynamic results regarding interactions between admissible
trajectories and clearance discontinuities: e.g. instanta-
neous increases in clearance when passing through a dis-
continuity, and propagation of discontinuity along optimal
trajectories. Then, investigating sufficient conditions for
discontinuities, we explore a common directionality condi-
tion for velocities at a point, characterized by strict positiv-
ity of the minimal Hamiltonian. Elementary consequences
of this common directionality assumption are explored be-
fore demonstrating how, in concert with corresponding ob-
stacle configurations, it gives rise to clearance discontinu-
ities both on the surface of the obstacle and propagating
out into free space. Minimal assumptions are made on the
structure of obstacle sets.
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CP19

On Optimistic, Pessimistic and Mixed Fuzzy-
Programming Based Approaches to Solve Multi-
Objective Fully Intuitionistic Fuzzy Linear Frac-
tional Programming Problems

A decision-maker often encounters a state of uncertainty
and hesitancy due to various unpredictable factors while
solving real-world optimization problems. Due to ambi-
guity in the decision-making process, the parameters and
decision variables of an optimization model generally fail
to have the exact values. To deal with such realistic uncer-
tain conditions, the concept of intuitionistic fuzzy numbers
has been employed widely. This work presents a model
of the linear fractional programming problem with multi-
ple objectives having all the parameters and decision vari-
ables expressed as intuitionistic fuzzy numbers. To solve
the problem, we first linearize the fractional model using
appropriate transformations, and after that utilizing the
accuracy function and intuitionistic fuzzy programming,
the equivalent optimization model is obtained. The con-
flicting nature of the multiple objectives in the linearized
model has been handled using the linear and exponential
membership/non-membership functions applying normal,
optimistic, pessimistic, and mixed approaches. Moreover,
a practical application related to the production process in
the textile industry has been constructed and solved us-
ing the proposed algorithm, and further, a comparison is
drawn amidst various approaches to establish the efficacy
of the proposed modelling and developed algorithm.
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Continuous and Discrete Control of Potential Flow
Networks

We consider a class of networks in which the potential
across the edges drives the flow through them, and the
potential loss increases non-linearly with the flow rate. In
these systems, as the nodal demands are usually not pro-
portional to the equilibrium flow rates, flow control ele-
ments are required to match supply to demand. The con-
trol elements can broadly be classified into two types dis-
crete and continuous. Discrete control elements can have
only two operational states: fully open or fully closed.
On the other hand, continuous control elements may be
operated in any intermediate position in addition to the
fully open and fully closed states. Naturally, with their
increased flexibility, continuous control elements can pro-
vide better performance. The less intuitive question is:
By what extent? In the present work, we quantify the per-
formance of networks based on the time required to trans-
port a given quantum of material. We define R to be the
ratio of minimal operational times with either type of con-
trol. In a class of networks with a single source and multi-
ple sinks, and the potential loss across edges increases with
flow rate raised to the power of n, we analytically show that
1 ≤ R ≤ m(1−1/n), where m is the maximum depth of the
network. The result highlights the role of network topol-
ogy in the variations in operational time. An extension
also throws light on the optimal and selfish operation of
non-linear flow networks.
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CP20

Fair Maximal Covering Location Problems

We provide a general mathematical optimization based
framework to incorporate fairness measures from the fa-
cilities’ perspective to Discrete and Continuous Maximal
Covering Location Problems. The main ingredients to con-
struct a function measuring fairness in this problem are the
use of: (1) ordered weighted averaging operators, a family
of aggregation criteria very popular to solve multiobjective
combinatorial optimization problems; and (2) α-fairness
operators which allow to generalize most of the equity mea-
sures. A general mathematical optimization model is de-
rived which captures the notion of fairness in maximal cov-
ering location problems. The models are firstly formulated
as mixed integer non-linear optimization problems for both
the discrete and the continuous location spaces. Suitable
mixed integer second order cone optimization reformula-
tions are derived using geometric properties of the problem.
Finally, the paper concludes with the results obtained on
an extensive battery of computational experiments on real
datasets. The obtained results support the convenience of
the proposed approach.
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Minimum Spanning Trees in Infinite Graphs: The-
ory and Algorithms

Consider the Minimum Spanning Tree (MST) problem on
an undirected graph with countably many nodes of finite
degree and absolutely summable costs on edges. Is an MST
guaranteed to exist? Can one of the greedy algorithms used
to find MSTs in finite graphs serve as a building block for
an algorithm in the countably infinite setting? What as-
sumptions are sufficient for this algorithm to converge to
optimality in value? Moreover, when do the finite-sized
iterate subgraphs of the algorithm converge to an MST of
the original infinite graph, and what is the appropriate no-
tion of convergence to use in the analysis? Finally, can we
detect whether an edge included in an iterate subgraph is
in fact an edge of an MST? We propose a layered greedy
algorithm which proceeds by finding MSTs on nested fi-
nite subgraphs (called layers) using Prim’s algorithm. If
the infinite graph has an MST, this algorithm converges
in objective value to optimality as the sizes of the layers
grow to infinity. Moreover, in the setting where the under-
lying graph has the finite cycle property (i.e., every edge
is contained in at most finitely many cycles) and distinct
edge costs, we show that a unique MST T ∗ exists and the
layered greedy algorithm produces iterates that converge
to T ∗ by eventually ”locking in” edges after finitely many
iterations.
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Sensitivity Analysis for Integer Programs Using
the K-Neighborhood

We investigate the behavior of an integer program when
the objective function changes. In particular, we are inter-
ested in conditions for which a given integer solution stays
optimal. The set of all such objective vectors forms the
normal cone at the solution, i.e., for all objectives in this
cone, the solution stays optimal. This cone is described by
all active constraints of the integer hull. Since the integer
hull is not known in general and expensive to calculate, we
are looking for sufficient conditions for an objective to lie
in this cone. As one example for such a condition, we in-
vestigate the k-neighborhood. Under the assumption that
feasible neighboring binary solutions have at least k dif-
ferent components, we derive an inner approximation of
the normal cone. Another approach for approximating the
normal cone is by repeatedly adding feasible neighboring
solutions to an existing sub-cone at the given point. The
latter approach requires to solve an integer program in each
iteration and thus is computationally expensive. We will
present computational results for this approach in the con-
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text of analyzing the behavior of optimal energy networks.
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CP20

Influence Maximization in Boolean Networks

The optimization problem aiming at the identification of
minimal sets of nodes able to drive the dynamics of Boolean
networks toward desired long-term behaviors is central for
some applications, as for example the detection of key
therapeutic targets to control pathways in models of bi-
ological signaling and regulatory networks. Unfortunately,
the complexity of the optimization problem is exponen-
tial, making it exactly solvable on very small systems only.
Some scalable approaches exist but they rely on linear ap-
proximations; other approaches estimate nonlinear effects
but they are generally not scalable. In this talk, we in-
troduce an alternative method inspired by those used in
the solution of the well-studied problem of influence max-
imization for spreading processes in social networks. The
computational time of the proposed method scales cubi-
cally with the network size. This is achieved thanks to
some strong approximations, as for example neglecting dy-
namical correlations among Boolean variables. However,
the method has the desirable feature of fully accounting
for the nonlinear nature of Boolean dynamics. We vali-
date the method on small gene regulatory networks whose
dynamical landscapes are known by means of brute-force
analysis. We then systematically apply it to a large collec-
tion of gene regulatory networks revealing that for about
65% of the analyzed networks, the minimal driver sets con-
tain less than 20% of their nodes.
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CP20

A Modified Splitting Lagrangian Multiplier
Method for Semi-Integer Problem

In various real-world applications, there are some cases
that the decision variable should be confined in a discon-
nected set, that is, the feasible solution is either the lower
bound or an integer in an inclusive range; and it is called a
semi-integer variable. Such conditions practically exist in
one of the Sustainable Development Goals (SDGs) in forest
management. The important problem is arising from tree
breeding where tree seeds is genetically selected to maxi-
mize the breeding quality so that it keeps under the diver-

sity. The existence of the semi-integer variables, particu-
larly in tree breeding, are usually more challenging to solve
than continuous variables. Therefore, this research dis-
cusses several methods such as cone decomposition method
(CDM), outer approximation (OA) method and the modi-
fied splitting augmented Lagrangian method (SALMM) to
handle the difficulty of the constraints. The result shows
that, as the data is increased, SALMM performs its effi-
ciency than other method. However, for the certain data
size, the SALMM failed to generate the optimal solution.
In this case, the generated solution does not satisfy the
quadratic (diversity) constraint. To remove such problem,
we proposed another method which is a combination be-
tween CDM and SALM. Using the proposed method, we
successfully and efficiently obtained the optimal solution of
the semi-integer arising from tree breeding problem. The
proposed method can be also used for similar structure.
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CP21

Extended Karush Kuhn Tucker type conditions
in Interval Optimization Problems with the help
of generalized Hukuhara subdifferentiability and
analysis of Nonconvex Nonsmooth Composite
Model in Interval Optimization

The optimization problem with interval-valued functions
(IVFs) has become a significant research topic due to the
inherent presence of imprecise and uncertain events in dif-
ferent real-world situations. These problems are known
as interval optimization problems (IOPs). In this analy-
sis, firstly, we study calculus for gH-subdifferential of con-
vex interval-valued functions (IVFs). Next, with the help
of developed results, we derive a Fritz-John-type and a
Karush-Kuhn-Tucker-type efficiency condition for weak ef-
ficient solutions of IOPs. Thereafter, we apply our devel-
oped theories in a nonconvex nonsmooth composite model
of an interval optimization problem (IOP). To support our
results, we have performed a comparison of our theory with
the existing Karush-Kuhn-Tucker and Fritz-John condi-
tions for IOPs. After that, we report a characterization
of the weak efficient solutions of the nonconvex nonsmooth
composite model by applying the proposed concepts. Fi-
nally, we presented applications of developed results on the
nonconvex nonsmooth model in ‘Convex constrained non-
convex programming problems’ for interval optimization
problems (IOPs) and in ‘Lasso optimality conditions’ for
interval optimization problems (IOPs).
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Lagrangian Duality In Nonconvex Optimization

The Lagrangian function associated with an optimization
problem has been of the utmost importance to develop al-
gorithmic solution approaches for optimization problems.
This is particularly the case when the problem of inter-
est is convex, as in that case, optimizing the Lagrangian
function provides a dual problem (Lagrangian dual) to the
primal (original) one satisfying strong duality. Here, using
techniques borrowed from both polynomial optimization
and real analysis, we show that the classical Lagrangian
function associated with an optimization problem can be
used to obtain a Lagrangian dual of the problem that
satisfies strong duality, even when the problem is non-
convex, as long as some qualification assumptions on the
constraints and/or feasible set of the problem are satis-
fied. Furthermore, we present some consequences of our
results when they are applied to polynomial optimization
problems, in particular, to several quadratic optimization
problems ubiquitous in the literature.
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CP21

Global Well-Posedness of Set-Valued Optimization
with Application to Uncertain Problems

Well-posedness for optimization problems is a well-known
notion and has been studied extensively for scalar, vec-
tor and set-valued optimizationproblems. There is a broad
classification in terms of pointwise and global wellposed-
ness notions in vector and set-valued optimization prob-
lems. We focus on global well-posedness for set-valued
optimization problems in this paper. We will discuss the
equivalence between some existing notions of global well-
posedness for set-valued optimization problems and also
found scope of improving and extending the research in
that field. On the other hand, robust approach towards
uncertain optimization problems is another growing area
of research. The well-posedness for the robust counter-
parts have been explored in very few papers, and that too
only in the scalar and vector cases Therefore, we will fo-
cus on some global well-posedness properties of the robust
formulation of uncertain set-valued optimization problems
that generalize the concept of the well-posedness of robust
formulation of uncertain vector optimization problems.
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CP22

Vehicle Routing Problem with Simultaneous Pick-
Up and Delivery in Omni-Channel Retailing

With mobile technology today, different retail formats have
evolved increasingly. Traditional offline retailers have in-
cluded online channels to serve online customers via their
websites and social media. However, more and more re-
tailers have ventured into omnichannel retailing to offer
seamless services within different channels. Omni-channel
retailing reduces friction in customers’ transactions includ-

ing purchases and customer returns - a reverse logistics
issue gaining urgency in online retail. This thesis presents
the Vehicle Routing Problem with Simultaneous Pickup
and Delivery in Omni-channel Retailing (OCVRP-SPD).
The classical SPD problem in VRP is a cost-minimizing op-
timization model with customer nodes having both pickup
and delivery demands of multiple products. All deliver-
ies to the customer nodes are fulfilled from the warehouse
while all pickups along the route are delivered back to the
warehouse. Here, the SPD problem is extended and ex-
plored under an Omni-channel format with those features:
(1) offline stores are used as fulfillment centers to fulfill on-
line customer orders, (2) the warehouse may also be used
as fulfillment centers for some online customer orders, and
(3) retail store and customers can return the product to
the warehouse which should be picked up along the route.
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CP22

Tighter LP-Relxations for the Railway Rolling
Stock Rotation Problem with Vehicle Maintenance

The Rolling Stock Rotation Problem (RSRP) is the task
to group railway rolling stock to vehicles compositions and
assign them to trips of a given railway timetable in an
operational feasible and most cost efficient way. In real
world applications several different rules have to be con-
sidered to claim solutions to the RSRP as operational fea-
sible. An example for these type of constraints are dis-
tance based vehicle maintenance requirements which de-
fine a maximum mileage for individual vehicles between
two stops at maintenance facilities. In Giacco et al. 2014
and Borndoerfer et al. 2016 MILP formulations were pre-
sented to solve the RSRP while considering maintenance
requirements. In both applications a continuous flow to
track the vehicle mileage is linked to a binary vehicle (hy-
per) flow to solve the problem. The LP-relaxations of both
models suffer from a systematical error resulting from the
Big-M like linking of the variables. In this talk we present
a reformulation of the latter model using path variables
to overcome this error. Due to the worst case exponen-
tial number of possible paths we present a dynamic way to
generate promising candidates to solve the LP-Relaxation.
The generation process is a shortest path computation in
a two layered graph to decrease the computation time of
the approach. We evaluate our approach on real world long
distance train instances and compare the results to the ones
found with the algorithm of Borndoerfer et al. 2016.
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CP22

Vehicle Assignment Variables in Branch-and-Price
Algorithms for Vehicle Routing Problems

The heterogeneity in a Vehicle Routing Problem (VRP)
introduces a new level of decision one has to deal with:
Which customer gets assigned to which vehicle? These
decisions can be mathematically represented by the vehi-
cle assignment variables. Thus far, these variables did not
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receive much attention in branch-and-price algorithms, al-
though their valuable information can be utilized to speed
up the optimization process. In particular, this is achieved
by excluding fractional solutions and simplifying the un-
derlying instances of the pricing problems, known to be
the bottleneck for VRPs. We adapt two state-of-the-art
techniques commonly used for homogeneous VRPs: the
fixing of and the branching on arc flow variables. While
the adaption of the latter already enjoys some attention
in the literature, vehicle assignment variable fixing seems
yet to be exploited for a branch-and-price algorithm. We
discuss the theoretical and practical challenges implied
by the implementation of these techniques and present
suitable solutions. Computational experiments performed
on a variety of heterogeneous fleet VRPs showed that
the site-dependent VRP and the VRP with heterogeneous
time windows are most receptive, as the success correlates
strongly with the symmetry of the variables. Overall, our
results show that the vehicle assignment variable fixing and
branching speed up the pricing algorithm and therefore can
improve the general performance of state-of-the-art solvers.
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CP22

Numerical Optimization of Price and Return
Strategies for Retail Consumers Products

The product return is widely utilized in retail markets as an
option when customers have uncertain valuation of a prod-
uct. To analyze the return strategies of a retailer who sells
a product in a monopoly market, we develop an analytical
framework capable of capturing the impacts of major re-
lated factors. These factors, in addition to other commonly
studied factors in the literature, include return leniency,
customers heterogeneity, and endowment effect. Using our
analytical framework, we characterize the probability of a
customer purchasing the product and the probabilities of
keeping and returning it. These probabilities in turn char-
acterize the retailers demand and return volume. The com-
plexity of these models prevents us from finding closed form
relations for the optimal price and refund level. We, there-
fore, use a set of numerical experiments over a wide range
of parameters values that could reciprocate most practical
circumstances. On this basis, we demonstrate optimal pric-
ing and return strategies under various circumstances. Our
analysis shows, among other results, that the endowment
effect reduces the benefit of refund optimization and the
retailers expected profit is more sensitive to the customers
endowment effect when the product is not expensive for
the retailer to acquire, and the return process is not very
easy for the customers.

Ali Shirzadeh Chaleshtari
Operations and Information Management Department,
Isenberg S
University of Massachusetts Amherst
ashirzadeh@umass.edu

Ehsan Elahi
Department of Management Science and Information
Systems
University of Massachusetts Boston

ehsan.elahi@umb.edu

CP23

Stochastic Alternating Optimization Methods for
Solving Large-Scale Machine Learning Problems

In this paper, we propose the Stochastic Alternating Lin-
earization (SALIN) method for solving structured regular-
ization problems, which have been widely used in machine
learning and data mining. The algorithm is a stochastic
extension of Alternating Linearization (ALIN) in solving
convex optimization problems with complex non-smooth
regularization terms. SALIN linearizes the loss function
and penalty function alternatively at each iteration, based
on the stochastic approximation of sub-gradients. By ap-
plying a special update test at each iteration, and a care-
fully designed sub-gradients update scheme, the algorithm
achieves fast and stable convergence. The update test
just relies on a fixed pre-defined set, and we show that
the choice of the test set has little influence on the over-
all performance of the algorithm. Therefore SALIN is a
robust method. We present the results of extensive nu-
merical experiments for structured regularization problems
such as Fused LASSO and graph-guided SVM, with both
synthetic and real-world datasets. The numerical results
demonstrate the efficacy and accuracy of our method.
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CP23

First-Order Algorithms to Optimize Functions
with Biased Stochastic Oracles

This work considers the optimization of functions avail-
able through biased first-order stochastic oracles where the
bias can be controlled/reduced but it requires higher com-
putational cost. This problem setup is motivated by ap-
plications in infinite-time Markov decision processes and
stochastic composition optimization. We propose first-
order adaptive stochastic optimization algorithms and es-
tablish their finite-time overall computational and sample
complexities under different convexity settings. Some nu-
merical studies on the performance of the proposed algo-
rithms and their comparison with other methods will be
presented.
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CP23

Stochastic Optimization for Spectral Risk Mea-
sures

Spectral risk objectives – also called L-risks – have gained
attention in areas such as quantitative finance, distribu-
tionally robust machine learning, and operations research
due to their ability to measure worst-case performance
across an error distribution. We develop stochastic algo-
rithms to optimize these quantities by characterizing their
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subdifferential and addressing challenges such as biased-
ness of subgradient estimates and non-smoothness of the
objective. We explore these algorithms in machine learning
problems such as regression, classification, and clustering.
We present numerical results comparing the proposed ap-
proach to simple baselines such as the stochastic subgradi-
ent algorithm and regularized dual averaging.
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CP23

An Adaptive Subsampled Hessian-Free Optimiza-
tion Method for Statistical Learning

We consider nonconvex statistical learning problems and
propose a variable sample-path method, where the sample
size is dynamically updated to ensure a decrease in the true
objective function with high probability. We integrate this
strategy in a subsampled Hessian-free trust-region method
with truncated conjugate gradient, relying on outer prod-
uct approximations. The approach is compared to various
adaptive sample approximation algorithms and stochastic
approximation methods proposed in stochastic optimiza-
tion and machine learning. The efficiency of the approach
is illustrated on various large size datasets and different
regression models.
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CP24

Fast Misalignment Correction in Cone-Beam To-
mography via Variable Projection

In cone-beam computed tomography with circular source
trajectory, only an approximation of the acquisition geom-
etry is available, such parameters need to be corrected be-
fore any reconstruction strategy is used. First, we propose
a fast and automatic method for determining the center of
rotation position of the implicit two-dimensional fan-beam
sinogram lying in the center of the cone-beam projections.
This is done based on symmetry properties of fan-beam
sinograms via an error-reduction strategy, by iteratively
reducing the shift of symmetrical projections. This will
be proved to have a faster convergence than any second-
order algorithm and can already be used for any fan-beam
scanning device. Then, both the in-plane detector angle
(about the focal axis) and the detector horizontal shift (on
the tomographic rotation plane) are estimated as a joint
least-squares problem based on symmetrical properties of
now a tilted fan-beam sinogram within the cone using a
variable projection approach. The inner subproblem is
the fan-beam center of rotation problem described above;
while the remaining outer problem, on the in-plane detec-
tor angle, is proved to has a locally strongly convex and dif-
ferentiable loss function under some realistic assumptions
on the scanned object; therefore it is solved here via the
BFGS algorithm. Finally, the expansion of the method to
the remaining geometrical variables will be discussed. Our
method will be validated with real tomographic data.
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CP24

Data Assimilation for Quantum Nv Diamond Spec-
troscopy

Nitrogen-vacancy (NV) defect centers in diamond have
generated much interest for their uses in quantum informa-
tion and sensing. Negatively charged centers are used for
high spatial-resolution sensing and for quantum informa-
tion . Despite the rapid NV applications development, our
grasp of basic NV properties is incomplete, which is impor-
tant to understand to fully exploit potential uses. In this
work we construct a statistical model for NV spectroscopy
and use it in synthetic experiments to solve inverse prob-
lems. Our principal application is to develop a primary
sensor based on the NV diamond quantum optical prop-
erties. This is a significant challenge because the NV dia-
mond structure is sensitive to temperature and pressure as
well as magnetic and electric fields. First, using the Hamil-
tonian for the effects of local strain and the environmental
variables, we identify the observable components based on
the invertibility of various observation systems. Next, we
observe the influence of temperature and pressure on the
NV center by solving the Schrdinger Equation and comput-
ing the theoretical spectroscopy curve. We assume that the
observed photon counts are Poisson random variables with
rates proportional to the theoretical spectroscopy. Then,
using the Maximum Likelihood Estimation we find the pa-
rameter values that maximize the likelihood. Last but not
the least we determine the robustness of the model using
sensitivity analysis
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CP25

Intuitionistic Fuzzy Twin Proximal Support Vector
Machine with Fuzzy Hyperplane

Twin support vector machine (TWSVM) is a contempo-
rary machine learning technique for classification and re-
gression problems. However, TWSVM is sensitive to noises
as it ignores the positioning of the input data samples
and hence fails to distinguish between support vectors and
noises. To overcome this issue, we propose a novel in-
tuitionistic fuzzy twin proximal SVM with fuzzy hyper-
plane (IFTPSVM-FH). Instead of addressing two quadratic
programming problems like in TWSVM, two non-parallel
classifiers are obtained by solving two systems of linear
equations. The two significant features of the proposed
approach are that it gives an intuitionistic fuzzy number
based on the relevance to each data vector, and the pa-
rameters for the hyperplane are fuzzified variables. With
the use of fuzzy variables, the proposed method effectively
captures the ambiguous character of real-world categoriza-
tion tasks by representing vagueness in the training data.
The proposed approach uses both membership and non-
membership weights to reduce the effect of noise. By incor-
porating nonlinear kernel functions into the feature space,
the method can be used to detect complex patterns or non-
linearity in the datasets. We have applied our method to
real-world classification tasks and conclude that it performs
incredibly well in comparison to other approaches. In order
to demonstrate the practical application of the proposed
model, we have applied the technique for predicting the
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trends of the stock market.
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CP25

Fair Machine Learning on Cluster Samples

In many social surveys the data collection process is a clus-
ter sampling, e.g. due to cost restrictions. In cluster sam-
ples the assumption of independence between the observa-
tion is not fulfilled. Hence, if the machine learning models
do not account for the cluster correlations, the results may
be biased. Especially high is the bias in cases where the
cluster assignment is correlated to the variable of interest.
When using machine learning for automated prediction,
it is important to account for fairness in the prediction.
Fairness in machine learning aims to ensure that biases in
the data and model inaccuracies do not lead to discrimina-
tory decisions. E.g., predictions from fair machine learning
models should not discriminate against sensitive variables
such as sexual orientation and ethnicity. We show the effect
of cluster sampling on the quality of fair machine learning
predictions in a reproducible simulation study. Further, we
propose a correction for the clustering effect. The newly
developed algorithm will be evaluated within a simulation
and applied exemplary on the Adult survey.
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CP26

Choosing Penalty Parameters for Solving Con-
strained Binary Models with Qubos

Binary optimization models with constraints are common
in the field of mathematical optimization. Applications
abound in logistics, finance, engineering and industry.
Forming a quadratic unconstrained binary optimization
(QUBO) model from a constrained model can be advan-
tageous for many reasons, including the expanding space
of available solvers. Quantum technologies suggest avenues
for solving more complex problems than previously possi-
ble. A promising approach in quantum computing oper-
ates on QUBOs, but there exists a challenge in translating
a constrained problem to a QUBO in choosing appropriate
penalty parameters. This choice will affect the ultimate
solution by preventing the discovery of feasible solutions,
hindering the search for optimal solutions or allowing the
solver to reveal optimal bit vectors. Our work builds on
the foundation laid by Glover, Kochenberger and Du. By
forming QUBOs for a large number of constrained binary
optimization problems using a range of penalty parameters,
we can compare the minimum QUBO value found with a
solver to the value obtained with a known optimal solution.
This data helps to drive a general methodology for choos-
ing penalty parameters before the first QUBO is created
for a model and after the first solution is evaluated for fit-
ness to tune it. By defining an optimality condition for the
penalty parameter, we can utilize optimization methods to

automate the search for penalty parameters.
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CP26

Exploiting Structure in MILP: a Modelers Perspec-
tive

Many real-life problems can be tackled as Structured Mixed
Integer Linear Programs(MILP). The workflow when deal-
ing with MILPs usually involves two tools: a modelling
tool and a solver. This presentation focuses on modelling
tools. Most modelling tools either enable an encoding close
to the mathematical one but lack support for structures or
offer predefined components to assemble but adding com-
ponents or modifying them is difficult. In this lecture, we
explain the advantages of having a mixed approach by il-
lustrating with the Graph-Based Optimization Modelling
Language (GBOML). GBOML is a modelling tool that
combines the strengths of both worlds. It supports struc-
ture and offers an encoding close to the mathematical one
and library-like functionalities such as reuse and compo-
nent assembling. We explain how exploiting structure can
lead to a natural encoding of problems, faster time to build
the intermediate representation and sometimes faster solv-
ing time. We explain how GBOML takes advantage of its
structure to perform vectorization and parallelization. We
propose a benchmark of GBOML, JuMP, Plasmo and Py-
omo on a published energy problem tacked as a structured
MILP. We show that GBOML and JuMP take a similar
time to build the intermediate representation and outper-
form Plasmo and Pyomo. With parallelism, GBOML out-
performs the three tools. In terms of memory footprint,
GBOML uses the least memory. The presentation ends
with some open directions of research.
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CP26

The Flow Control Game Model

We analyze strategies for controlling the flow on a net-
work of nodes differentiated by the utility they enjoy from
flows. For this, we propose a two-stage game played on a
network, wherein the network defender decides on a flow
control threshold in the first stage and then decides on in-
terventions on the network, given the realization of flow
changes. Our model is directly applicable to the control
of substances among consumers and suppliers, e.g., opioid
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networks.
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CP27

Globally Convergent Mpcc Based Algorithm to
Solve Hybrid Dynamical Optimization Problems

Hybrid Dynamical Systems are an important way to model
multiple physical processes like contact based mechani-
cal systems and vapor liquid equilibrium systems. Opti-
mal control of hybrid dynamical systems requires model-
ing and solving the non-smooth dynamics with kinks us-
ing complementarity constraints. Unfortunately, higher or-
der numerical integration methods fail to achieve desired
accuracy with uniform discretization grid. Adaptive dis-
cretization methods which can detect these non-smooth
points accurately are required to solve these optimal con-
trol problems (OCP) accurately. Recently, Nurkanovic et
al. (arXiv:2205.05337) developed a finite elements with
switch detection (FESD) method for solving the non-
smooth OCP. The method builds on previous idea (Baum-
rucker et al. (DOI:10.1016/j.jprocont.2009.02.006)) of us-
ing variable step sizes and additional constraints with
cross-complementarities to enforce the non-smooth points
to be at the boundary of the finite elements. Since the
complementarity problem is solved using the penalty for-
mulation, the approach is not suitable for highly nonlinear
dynamical systems. Moreover, the algorithm can converge
to spurious solutions which are not local optimum of the
original OCP. We propose a hybrid strategy based on con-
straint relaxation and sequential linearization for solving
the dynamic complementarity system which overcomes the
drawbacks of the penalty approach. We present examples
which show the efficacy of the proposed method.
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CP27

Optimizing with Attractor

This presentation studies local search algorithms on com-
binatorial problems from the perspective of dynamical sys-
tems. A heuristic local search algorithm on a combinato-
rial problem is a discrete dynamical system. The attractor
theory in dynamical systems provides the necessary and
sufficient theoretical foundation to study the search be-
havior of a local search system. In a local search system,
the search trajectories converge into an attractor in the so-
lution space, which contains the most promising solutions.
The attractor can reduce the problem size exponentially,

and make the exhaustive search feasible. Thus this new
search paradigm is called optimizing with attractor. We
illustrate this paradigm using TSP and 2-opt search. We
use the edge configurations of local search trajectories to
show how these trajectories converge to an attractor, and
also show a local search system actually is a global and de-
terministic system. Convergence of a local search system
means that edge configurations of search trajectories con-
verge to a small set of edges. The search trajectories can
prune TSP from a full tree into a tree with extremely sparse
branches, and thus most unnecessary tours are eliminated.
Under this paradigm, we can design a search system that
combines local search and exhaustive search, in which lo-
cal search process exponentially reduces the problem size
in polynomial time and exhaustive search process finds the
optimal solution in the attractor in polynomial time.
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CP27

Optimization of Control Free Time Sweeping Pro-
cesses and Applications

This project addresses a free time optimal control prob-
lem of Mayer type for sweeping processes in which the
perturbation is non-smooth. We develop a constructive
finite-difference approximation procedure that allows us
to establish necessary optimality conditions for the orig-
inal continuous-time controlled sweeping process, and then
show how these optimality conditions are applied to solve
several applications in the real life.
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CP28

Monge-Kantorovich Framework in Smoothing Ir-
regularities

There have been many studies working on statistical dis-
tances in probability theory, statistics and machine learn-
ing, however, for high dimensional data, we need to over-
come the problems related to local irregularities in the mea-
sured distributions. One recent proposed way is smooth-
ing these irregularities through convolution with a Wasser-
stein kernel. Monge-Kantorovich distance (Wasserstein
distance) has attracted many researchers in statistics and
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probability theory. We can find several applications of
Monge-Kantorovich distances in kinetic theory to discuss
the uniqueness of the kinetic equations and their stabil-
ity. Methods of kernel illustrates one of the most effective
nonparametric smoothing techniques. These methods are
simple to understand and they possess very good statis-
tical properties. There are efforts to construct kernels on
discrete structures like strings, trees and graphs in which
family of kernels have been used to generate the radial
basis kernels, constructing the reproducing kernel Hilbert
space to define transform theory associated with a posi-
tive definite kernel (gaussian processes), and in machine
learning techniques which employ positive definite kernels
to construct learning and approximating the reproducing
kernel Hilbert space (RKHS) problems. We review the
Monge-Kantorovich or Wasserstein distance theory and its
application in optimization theory and we use it to derive
several results mentioned in this area.
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CP28

Tangent similarity gap in feedforward neural net-
works

We consider the problem of learning feedforward neural
networks, f : Rdin × Θ → Rdout with an adversarial gen-
erator in its input space. We assume that this adver-
sarial generator is smooth and that for any input x and
some norm p the norm of the difference �x− φ(x)�p is
bounded. In this context we propose a novel similarity
measure based on the expected change in the tangent map-
ping (Ex−φ(x)∼N (0,cI)[�∇θf(x; θ)−∇θf(φ(x); θ)�22]) de-
fined over the manifold of the network instead of the loss
used for learning. We show how the similarity gap, the
difference between the expected similarity between pairs
with the same label and pairs with different labels [Balcan
and Blum, On a theory of learning with similarity func-
tions, ICML 2006], based on the sensitivity of the tangent
mapping under a proper metric changes during learning
and indicate the relationship between the measure and the
Neural Tangent Kernel [Jacot, Gabriel and Hongler, Neural
tangent kernel: Convergence and generalization in neural
networks, NeurIPS, 2018] and its connection to the gener-
alization gap and to the complexity of the network. Our
experiments suggest that the change in the proposed, label
independent similarity measure correlates with the empir-
ical generalization gap.
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CP28

Finite-Time Analysis of Single-Timescale Actor-
Critic

Decentralized Actor-Critic (AC) algorithms have been
widely utilized for multi-agent reinforcement learning
(MARL) and have achieved remarkable success. Apart

from its empirical success, the theoretical convergence
property of decentralized AC algorithms is largely unex-
plored. Most of the existing finite-time convergence results
are derived based on either double-loop update or two-
timescale step sizes rule. In practice, the single-timescale
update is widely utilized, where actor and critic are up-
dated in an alternating manner with step sizes being of the
same order. In this work, we study a decentralized single-
timescale AC algorithm.Theoretically, using linear approx-
imation for value and reward estimation, we show that the
algorithm has sample complexity of Õ(ε−2) under Marko-
vian sampling, which matches the optimal complexity with
double-loop implementation (here, Õ hides a logarithmic
term). The central to establishing our complexity results
is the hidden smoothness of the optimal critic variable we
revealed. We also provide a local action privacy-preserving
version of our algorithm and its analysis. Finally, we con-
duct experiments to show the superiority of our algorithm
over the existing decentralized AC algorithms.
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CP28

Universal Approximation Property of Random
Neural Networks

In this talk, we study single-hidden-layer feedforward neu-
ral networks with randomly initialized weights and biases,
which are inspired by the works on extreme learning ma-
chines, random feature models, and reservoir computing.
After the random initialization, only the linear readout
needs to be trained, which can be performed, e.g., by a lin-
ear regression. Despite the popularity of this approach in
empirical tasks, only little is known about the approxima-
tion properties. By considering these ”random neural net-
works” as Banach space-valued random variables, we prove
some universal approximation theorems within Bochner
spaces. Hereby, the Banach space can be a more gen-
eral function spaces such as Lp-spaces or Sobolev spaces,
where the latter includes the approximation of the deriva-
tives. In addition, we provide some approximation rates
for neural networks, which shows in particular that ran-
dom neural network overcome the curse of dimensionality
on a dimension-scaled neighborhood of the training data.
This talk is based on joint work with Ariel Neufeld.
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CP28

An introduction to the perceptron-augmented ex-
tended sigmoid function (SIGTRON) for imbal-
anced linear classification

The sigmoid function is a vital ingredient of machine learn-
ing and artificial intelligence. In the logistic regression on
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the linear classification problem, the role of the sigmoid
function is that it provides probabilistic interpretability
on the gradient of the logistic loss function and a natu-
ral probability interpretation during the classification test-
ing phase. However, due to the symmetric and unbounded
structure of the sigmoid function, the performance of the
logistic regression is limited when training data is not bal-
anced or includes outliers. To overcome the imbalance is-
sue, e.g., in the one-vs-all strategy of the multiclass classi-
fication, in this talk, we introduce a perceptron-augmented
extended sigmoid function (SIGTRON) as a probabilistic
interpretable gradient for a loss function, defined through
the integration of SIGTRON. An attractive property of the
proposed method induced from the SIGTRON is that, due
to the asymmetric and inherent robustness structure of the
SIGTRON, it is well fit on the imbalanced training data
set. Note that the loss function of the proposed model can
be roughly estimated. Numerical experiments with more
than one hundred data sets justify that the SIGTRON-
based classification model outperforms all the classification
models in LIBLINEAR. We use a simple trapezoidal inte-
gration for SIGTRON-induced loss function and L-BFGS
algorithm with the Armijo-Wolfe line search.
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MS1

Subspace Methods for Nonconvex Optimization

We discuss subspace methods - in both their random and
deterministic variants, for nonconvex optimization prob-
lems. We are interested in functions with low effective
dimensionality, that vary only along certain important di-
rections or components. We show that the effective sub-
space of variation can be efficiently learned in advance of
the optimization process; we contrast this with random
techniques that focus directly on optimization rather than
learning. Time permitting, various problem classes will be
addressed such as local and global optimization.
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MS1

A Newton-MR Algorithm With Complexity Guar-
antees for Nonconvex Smooth Unconstrained Op-
timization

We consider variants of Newton-MR algorithm for solv-
ing unconstrained, smooth, but non-convex optimization
problems. Unlike the overwhelming majority of Newton-
type methods, which rely on conjugate gradient algo-
rithm as the primary workhorse for their respective sub-
problems, Newton-MR employs minimum residual (MIN-
RES) method. Recently, it has been established that MIN-
RES has inherent ability to detect non-positive curvature
directions as soon as they arise and certain useful mono-
tonicity properties will be satisfied before such detection.
We leverage these recent results and show that our algo-
rithms come with desirable properties including compet-
itive first and second-order worst-case complexities. Nu-
merical examples demonstrate the performance of our pro-
posed algorithms.
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MS1

Inexact Sequential Quadratic Programming for
Noisy Equality Constrained Optimization with
Rank-Deficient Jacobians

We develop a class of practical stochastic algorithms
for solving constrained optimization problems where only
noisy evaluations of the objective and constraint functions
are available. It is assumed that the noise level of those
functions evaluations is known. The algorithm we pro-
pose computes the gradient approximations by derivative-
free methods (e.g., finite differences) and computes a step
by leveraging the sequential quadratic programming (SQP)
framework. Our algorithm is inexact and dynamic and se-
lects a step size either via an adaptive rule or a relaxed line
search, and is endowed with strong theoretical guarantees
even in the setting in which the constraint Jacobians are
rank deficient. Finally, numerical experiments demonstrate
the advantages of the method.
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MS2

A Single Cut Proximal Bundle Method for Stochas-
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tic Convex Composite Optimization

This talk considers optimization problems where the objec-
tive is the sum of a function given by an expectation and
a closed convex composite function. For such problems,
a stochastic composite proximal bundle (SCPB) method
with optimal complexity is proposed. The method does not
require estimation of parameters involved in the assump-
tions on the objective functions. Moreover, to the best of
our knowledge, this is the first proximal bundle method
for stochastic programming able to deal with continuous
distributions. Finally, computational results are show that
SCPB substantially outperforms the robust stochastic ap-
proximation method on all instances considered.
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MS2

Progressive Decoupling as a Primal-Dual Method
in Convex Optimization

The progressive decoupling algorithm minimizes a convex
function over a given subspace through iterations that sub-
tract a linear function, add a proximal term, and minimize
over the entire space. The subspace stands for linear re-
lationships among variables that in this process are de-
coupled so that separability and other features support-
ive of problem decomposition can be enabled. Among the
many specializations are various basic schemes of splitting.
What is not apparent on the surface, is that progressive
decoupling is actually a primal-dual method based on rep-
resenting the space as the product of the given subspace
and its orthogonal complement, and then taking a partial
conjugate to get an associated Lagrangian function. The
proximal point algorithm is applied to that Lagrangian in
saddle point mode and in a new variable-metric implemen-
tation. That’ is behind the scenes and hidden from view,
but the outcome is a method that is sure to converge glob-
ally to an optimal primal-dual pair and generically exihibit
asymptotic linear convergence.
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MS2

Adaptive Methods for Nonconvex Min-Max Opti-
mization

Adaptive gradient methods such as AdaGrad and Adam
have shown their ability to adjust the stepsizes on the fly
in a parameter-agnostic manner and are successful in non-
convex minimization. When it comes to nonconvex min-
imax optimization, direct extensions of such adaptive op-
timizers without proper time-scale separation may fail to
work in practice. In fact, even for a quadratic example,
the naive combination of Gradient Descent Ascent with
any existing adaptive stepsizes is proven to diverge if the
initial primal-dual stepsize ratio is not carefully chosen.
We introduce two simple fixes for these adaptive meth-
ods, allowing automatic adaptation to the time-scale sep-
aration necessary for fast convergence. The resulting al-

gorithms are fully parameter-agnostic and achieve near-
optimal complexities in deterministic and stochastic set-
tings of nonconvex-strongly-concave minimax problems,
without a priori knowledge about problem-specific param-
eters.
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MS3

New Developments of First Order Methods for Lin-
ear Programming

Linear programming (LP) is a fundamental tool in oper-
ations research with wide applications in practice. The
state-of-the-art LP solvers are essentially based on either
simplex method or barrier method, which are quite mature
and reliable at delivering highly accurate solutions. How-
ever, it is highly challenging to further scale up these two
methods. The computational bottleneck of both methods
is the matrix factorization when solving linear equations,
which usually requires significantly more memory usage
and cannot be directly applied on the modern computing
resources, i.e., distributed computing and/or GPUs. In
contrast, first-order methods (FOMs) only require matrix-
vector multiplications, which work very well on these mod-
ern computing infrastructures and have massively acceler-
ated the machine learning training process during the last
15 years. In this talk, Ill present new FOMs for LP. On the
computational side, we build up a new LP solver based on
the proposed FOMs and Ill present a comprehensive nu-
merical study on the proposed FOMs. The solver has been
open-sourced through Google OR-Tools.
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MS3

Algorithms for Large Saddle-Point Problems with
Bilinear Coupling

We consider a convex-concave primal-dual optimization
framework in which the coupling between primal and dual
variables is bilinear. This framework admits linearly con-
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strained optimization together with a variety of interesting
problems in machine learning, including (linear) empiri-
cal risk minimization with various regularization terms. It
also includes a formulation that we term “generalized lin-
ear programming’ (GLP) in which regularization terms and
constraints are added to the traditional linear program-
ming formulation, provided they admit efficient prox op-
erations. Problems from differentially robust optimization
(DRO), using either f-divergence metrics or Wasserstein
metrics, can be formulated as GLPs. We describe algo-
rithms for our framework that take prox-gradient steps al-
ternately in the primal and dual variables, but incorporate
such additional features as coordinate descent, variance re-
duction, dual averaging, importance sampling, and iterate
averaging. Our methods can also exploit sparsity in the
matrix that couples primal and dual variables. Our meth-
ods match or improve on the best known worst-case com-
plexity bounds in various settings. Computational experi-
ments indicate that our methods also have good practical
performance. The talk represents joint work with Ahmet
Alacaoglu, Jelena Diakonikolas, Chaobing Song, Eric Lin,
and Volkan Cevher
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MS3

Geometric Condition Numbers and the Primal-
Dual Hybrid Gradient Method for Linear Program-
ming

There has recently been significant progress in solving
huge-scale linear optimization problems (LP) using the
primal-dual hybrid gradient method (PDHG) with restarts
in conjunction with heuristic enhancements. However,
there is still a lack of theoretical understanding regard-
ing the behavior of PDHG for LP. With the aim of un-
derstanding what “natural characteristics of LP are rele-
vant for PDHG, we study further properties and complex-
ity implications for several geometric condition numbers
for LP related to sharpness and error ratios. We show that
these measures enter into the computational guarantees of
PDHG, and that these measures are also interpretable as
stability measures under data perturbation. Our geomet-
ric condition numbers offer tighter (and more computable)
theoretical guarantees, compared with the existing theory
for PDHG using the Hoffman constant of optimality con-
ditions. Additionally, our condition numbers, we provide
theoretical evidence for the practical success of several sig-
nificant heuristics employed in PDHG implementations for
LP. Our experiments on LP relaxations of the MIPLIB
2017 dataset lead to provable improvements in these heuris-
tics, and demonstrate the impact of these condition num-
bers on the actual performance of PDHG.
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MS4

Warehouse Problem with Bounds, Fixed Costs and

Complementarity Constraints

We discuss an open question in the warehouse problem
where a merchant trading a commodity tries to find an
optimal inventory-trading policy that decides on quanti-
ties of purchases and sales during a fixed time horizon in
order to maximize their total pay-off, making use of fluctu-
ations in sale and cost prices. We provide the first known
polynomial-time algorithms for the case when there are
fixed costs for purchases and sales, optional complementar-
ity constraints that prohibit purchasing and selling during
the same time period, and bounds on purchase and sales
quantities. We do so by providing an exact characteriza-
tion of the extreme points of the feasible region and using
this to construct a suitable network where a min-cost flow
computation provides an optimal solution. We are also able
to provide polynomial extended linear formulations for the
original feasible regions. Our methods build on the work by
Wolsey and Yaman. We also consider the problem without
fixed costs and provide a fully polynomial time approxima-
tion scheme in a setting with time-dependent bounds.
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MS4

On Aggregations of Quadratic Inequalities and
Hidden Hyperplane Convexity

We study properties of the convex hull of a set S described
by quadratic inequalities. A simple way of generating in-
equalities valid on S is to to take a nonnegative linear com-
binations of the defining inequalities of S. We call such
inequalities aggregations. Special aggregations naturally
contain the convex hull of S, and we give sufficient condi-
tions for such aggregations to define the convex hull. We in-
troduce the notion of hidden hyperplane convexity (HHC),
which is related to the classical notion of hidden convex-
ity of quadratic maps. We show that if the quadratic map
associated with S satisfies HHC, then the convex hull of
S is defined by special aggregations. To the best of our
knowledge, this result generalizes all known results regard-
ing aggregations defining convex hulls. Using this sufficient
condition, we are able to recognize previously unknown
classes of sets where aggregations lead to convex hull. We
show that the condition known as positive definite linear
combination together with hidden hyerplane convexity is a
sufficient condition for finitely many aggregations to define
the convex hull. All the above results are for sets defined
using open quadratic inequalities. For closed quadratic in-
equalities, we prove a new result regarding aggregations
giving the convex hull, without topological assumptions
on S. This is joint work with Grigoriy Blekherman and
Shengding Sun.
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MS4

Disjoint Bilinear Programming: Convex Hulls, Fa-
cial Disjunctions, and Perspective Relaxations

We study convex hull characterisations of a generalised bi-
linear set given by (x, y,Z) : Z = xy, x ∈ P, y ∈ Y where Z
is a matrix variable whose each entry is the bilinear term
xi ∗ yj , and P is a polytope and Y is a closed convex set.
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MS5

Value of Stochastic Solution with Right-Hand Side
Uncertainty

We revisit the value of stochastic solution (VSS) in the
context of distributional ambiguity. When the uncertainty
arises from the right-hand side of a two-stage stochastic
program, we consider upper and lower bounds of VSS using
distributionally robust and optimistic optimization. We
discuss the computation of these bounds and demonstrate
them through numerical examples.
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MS5

New Algorithms for Robust Optimization with
Decision-Dependent Uncertainty

Robust optimization problems where the realizations of
one or more unknown parameters depend on the choice
of the optimal decisions can be modeled using so-called
decision-dependent or endogeneous uncertainty sets. Ex-
isting solution methods for these models rely on classical
duality-based reformulations, which are plagued with sev-
eral limitations including lack of scalability and require as-
sumptions on the structure of the decision-dependency. To
overcome these limitations, we propose a primal branch-
and-bound algorithm that generalizes the classical cutting
set method to the case of decision-dependent uncertainty
sets. We present convergence results as well as findings
from computational experiments that showcase the advan-
tages of the proposed algorithm over that of existing meth-
ods.
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MS5

Adjustability in Robust Linear Optimization

We investigate the concept of adjustability – the difference
in objective values between two types of robust optimiza-
tion formulations: one where (static) decisions are made
before uncertainty realization, and one where uncertainty
is resolved before (adjustable) decisions. This difference
reflects the value of information and decision timing in op-
timization under uncertainty, and is related to several other

concepts such as interchangeability in games and optimal-
ity of decision rules in robust optimization. We develop a
theoretical framework to quantify adjustability of problems
with linear objective, linear constraints, and fixed recourse.
We make very few additional assumptions. In particular,
we do not assume constraint-wise separability or parameter
nonnegativity that are commonly imposed in the literature.
This allows us to study important but previously under-
investigated problems, such as formulations with equality
or both upper and lower bound constraints. Based on the
discovery of a connection between the reformulations of
the two problems, we provide a necessary and sufficient
condition – in the form of a theorem-of-the-alternatives
– for adjustability to be zero when the uncertainty set is
polyhedral. Then, we develop a constructive approach to
quantify adjustability when the uncertainty set is general,
which results in an efficient and tight algorithm to bound
adjustability. We demonstrate the efficiency and tightness
via theoretical and numerical analyses.
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MS6

Fantastic Lifts and Where to Find Them: What to
Look for in a Parameterization

Given one optimization problem, consider pairing it with
another by smoothly parametrizing the domain. This is
done either for practical purposes (e.g., to use smooth op-
timization algorithms with good guarantees) or for theo-
retical purposes (e.g., to reveal that the landscape satisfies
a strict saddle property). The central question is: how do
the landscapes of the two problems relate? The relation is
often determined by the parametrization itself; it is almost
entirely independent of the cost function. In this talk, I will
present a geometric framework for studying parametriza-
tions according to their effect on landscapes. Applications
include: optimization over low-rank matrices and tensors
by optimizing over a factorization; the Burer-Monteiro ap-
proach to semidefinite programs; training neural networks
by optimizing over their weights and biases; and quotient-
ing out symmetries. Joint work with Eitan Levin (Caltech)
and Nicolas Boumal (EPFL).
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MS6

Relaxation, Reparameterization, and Global Opti-
mality in Geometric Machine Perception

Many fundamental geometric estimation tasks in robotics
and computer vision naturally take the form of high-
dimensional nonconvex optimization problems over Rie-
mannian manifolds; this class includes (for example) the
fundamental problems of simultaneous localization and
mapping (in robotics), rotation averaging (in computer vi-
sion), and sensor network localization (in distributed sens-
ing). These problems are known to be computationally
hard in general, with many suboptimal local minima that
can entrap the smooth local optimization methods typi-
cally applied to solve them. The result is that standard
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machine perception algorithms can be surprisingly brittle,
often returning egregiously wrong estimates in practice. In
this talk, we describe a novel class of certifiably correct
estimation algorithms that can efficiently recover globally
optimal solutions of these challenging geometric estimation
problems in many practical settings. Our approach is based
upon a sequence of relaxations and reparameterizations of
the original estimation problem that we prove enables the
recovery of an exact, globally optimal solution under mod-
erate measurement noise, and can be easily implemented
using off-the-shelf optimization libraries.

David M. Rosen
Northeastern University
d.rosen@northeastern.edu

MS6

Improved Global Guarantees for the Nonconvex
BurerMonteiro Factorization Via Rank Overpa-
rameterization

We consider minimizing a twice-differentiable, L-smooth,
and μ-strongly convex objective φ over an n × n positive
semidefinite matrix M � 0, under the assumption that
the minimizer M� has low rank r� � n. Following the
Burer–Monteiro approach, we instead minimize the non-
convex objective f(X) = φ(XXT ) over a factor matrix X
of size n × r. This substantially reduces the number of
variables from O(n2) to as few as O(n) and also enforces
positive semidefiniteness for free, but at the cost of giving
up the convexity of the original problem. In this paper, we
prove that if the search rank r ≥ r� is overparameterized by
a constant factor with respect to the true rank r�, namely
as in r > 1

4
(L/μ − 1)2r�, then despite nonconvexity, local

optimization is guaranteed to globally converge from any
initial point to the global optimum. This significantly im-
proves upon a previous rank overparameterization thresh-
old of r ≥ n, which is known to be sharp if φ is allowed
to be nonsmooth and/or non-strongly convex, but would
increase the number of variables back up to O(n2). Con-
versely, without overparameterization, we prove that such
a guarantee is possible if and only if φ is almost perfectly
conditioned, with L/μ < 3. Therefore, we conclude that
a small amount of overparameterization can lead to large
improvements in theoretical guarantees.
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MS7

Frank-Wolfe Type Methods for Nonconvex
Inequality-Constrained Problems

The Frank-Wolfe method (also known as the conditional
gradient method) implements efficient linear optimization
oracles for minimizing smooth functions over compact con-
vex sets. This method and its variants form a prominent
class of projection-free first-order methods for a large va-
riety of application problems such as matrix completion.
In this talk, we extend this method to minimize smooth
functions over a possibly nonconvex compact set, which
is defined as the level set of a difference-of-convex func-
tion that satisfies mild regularity conditions. The key to
our extension is the introduction of a new linear optimiza-
tion oracle for the nonconvex compact constraint set. We
discuss convergence and present numerical experiments to
illustrate the empirical performance of the proposed algo-

rithm.
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MS7

A Correlative Sparse Lagrange Multiplier Expres-
sion Relaxation for Polynomial Optimization

We consider polynomial optimization with correlative spar-
sity. We construct correlative sparse Lagrange multiplier
expressions (CS-LMEs) and propose the CS-LME reformu-
lation for polynomial optimization using the Karush-Kuhn-
Tucker optimality conditions. Correlative sparse sum-of-
squares (CS-SOS) relaxations are applied to solve the CS-
LME reformulation. We show that the CS-LME refor-
mulation inherits the original correlative sparsity pattern,
and the CS-SOS relaxation provides sharper lower bounds
when applied to the CS-LME reformulation, compared
with when it is applied to the original problem. Moreover,
the convergence of our approach is guaranteed under mild
conditions. In numerical experiments, our new approach
usually finds the global optimal value (up to a negligible
error) with a low relaxation order, for cases where directly
solving the problem fails to get an accurate approximation.
Also, by proper exploitation of the correlative sparsity, our
CS-LME approach requires less computational time than
the original LME approach for reaching the same accuracy
level.
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MS7

The Effect of Implicit Discretizations of Gradient
Flow on Badly Conditioned Nonconvex Problems

The gradient flow (GF) is an ODE for which its explicit
Euler’s discretization is the gradient descent method. In
this work, we investigate a family of methods derived from
approximate implicit discretizations of (GF), drawing the
connection between larger stability regions and less sen-
sitive hyperparameter tuning. We focus on the implicit
τ -step backwards differentiation formulas (BDFs), approx-
imated in an inner loop with a few iterations of vanilla
gradient descent, and give their convergence rate when the
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objective function is convex, strongly convex, or noncon-
vex. Numerical experiments show the wide range of effects
of these different methods on extremely poorly conditioned
problems, especially those brought about in training deep
neural networks.
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MS8

Risk-Averse Perspectives on Min-Max Problems

Risk averse optimization plays a major role in the design
of safe and robust models for decision-making. In this talk,
we revisit the bias-variance trade-off of min-max stochas-
tic first-order methods from a robust perspective. Pre-
cisely, we study the convergence properties of accelerated
methods on saddle-point problems for diverse convex risk
measures. We deduce new ways to set the associated hy-
perparameters in order to stabilise the algorithm at the
equilibrium. We illustrate the interest of such approach
on a series of numerical experiments inspired from game
theory and distributionally robust optimization.
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MS8

First-Order Algorithms for Min-Max Optimization
in Geodesic Metric Spaces

From optimal transport to robust dimensionality reduc-
tion, a plethora of machine learning applications can be
cast into the min-max optimization problems over Rie-
mannian manifolds. Though many min-max algorithms
have been analyzed in the Euclidean setting, it has proved
elusive to translate these results to the Riemannian case.
Zhang et al. [2022] have recently shown that geodesic con-
vex concave Riemannian problems always admit saddle-
point solutions. Inspired by this result, we study whether
a performance gap between Riemannian and optimal Eu-
clidean space convex-concave algorithms is necessary. We
answer this question in the negative-we prove that the Rie-
mannian corrected extragradient (RCEG) method achieves
last-iterate convergence at a linear rate in the geodesically
strongly-convex-concave case, matching the Euclidean re-
sult. Our results also extend to the stochastic or non-
smooth case where RCEG and Riemanian gradient ascent
descent (RGDA) achieve near-optimal convergence rates
up to factors depending on curvature of the manifold.
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MS8

Robust Accelerated Primal-Dual Methods for

Computing Saddle Points

We consider strongly convex/strongly concave saddle point
problems assuming we have access to unbiased stochas-
tic estimates of the gradients. We propose a stochastic
accelerated primal-dual (SAPD) algorithm and show that
SAPD sequence, generated using constant primal-dual step
sizes, linearly converges to a neighborhood of the unique
saddle point, where the size of the neighborhood is deter-
mined by the asymptotic variance of the iterates. Interpret-
ing the asymptotic variance as a measure of robustness to
gradient noise, we obtain explicit characterizations of ro-
bustness in terms of SAPD parameters and problem con-
stants. Based on these characterizations, we develop com-
putationally tractable techniques for optimizing the SAPD
parameters, i.e., the primal and dual step sizes, and the
momentum parameter, to achieve a desired trade-off be-
tween the convergence rate and robustness on the Pareto
curve. This allows SAPD to enjoy fast convergence proper-
ties while being robust to noise as an accelerated method.
We also show that SAPD admits convergence guarantees
for the distance metric with a variance term optimal up to
a logarithmic factor which can be removed by employing a
restarting strategy. Finally, we illustrate the efficiency of
our approach on distributionally robust logistic regression.
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MS9

Generalized Optimistic Methods for Convex-
Concave Saddle Point Problems

The optimistic gradient method has seen increasing popu-
larity as an efficient first-order method for solving convex-
concave saddle point problems. To analyze its iteration
complexity, a recent work [Mokhtari et al., SIOPT 2020]
proposed an interesting perspective that interprets the op-
timistic gradient method as an approximation to the prox-
imal point method. In this talk, we follow this approach
and distill the underlying idea of optimism to propose a
generalized optimistic method, which encompasses the op-
timistic gradient method as a special case. Our general
framework can handle constrained saddle point problems
with composite objective functions and can work with ar-
bitrary norms with compatible Bregman distances. More-
over, we also develop an adaptive line search scheme to
select the stepsizes without knowledge of the smoothness
coefficients. We instantiate our method with first-order,
second-order and higher-order oracles and give sharp global
iteration complexity bounds. Moreover, our line search
scheme provably only requires an almost constant number
of calls to a subproblem solver per iteration on average,
making our first-order and second-order methods particu-
larly amenable to implementation.
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MS9

Differential Privacy Meets Adaptive Optimization

Adaptive optimization methods have become the default
solvers for many machine learning tasks. Unfortunately,
the benefits of adaptivity may degrade when training with
differential privacy, as the noise added to ensure privacy
reduces the effectiveness of the adaptive preconditioner.
In this talk, I will focus on two directions we explore to
improve privacy/utility/computation tradeoffs in the con-
text of adaptive optimization. We begin by introducing
a general framework that uses non-sensitive side informa-
tion to precondition the gradients, allowing the effective
use of adaptive methods in private settings. Then, we will
discuss techniques to estimate and efficiently adapt to gra-
dient geometry without auxiliary data or side information.
In particular, motivated by the observation that adaptive
methods can tolerate stale preconditioners, we construct
delayed but less noisy preconditioners from historical iter-
ates. In both works, we formally analyze the convergence
properties, showing that the proposed methods can reduce
the amount of noise needed to achieve the same privacy
guarantees. We demonstrate significantly improved empir-
ical performance across image, text, and recommendation
benchmarks. I will conclude the talk with applications of
the proposed approaches to federated learning (i.e., train-
ing statistical models across heterogeneous networks while
keeping user data local), as well as future directions.
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Will Bilevel Optimizers Benefit from Loops

Bilevel optimization has arisen as a powerful tool for solv-
ing a variety of machine learning problems. Two current
popular bilevel optimizers AID-BiO and ITD-BiO natu-
rally involve solving one or two sub-problems, and conse-
quently, whether we solve these problems with loops (that
take many iterations) or without loops (that take only a
few iterations) can significantly affect the overall compu-
tational efficiency. Existing studies in the literature cover
only some of those implementation choices, and the com-
plexity bounds available are not refined enough to enable
rigorous comparison among different implementations. In
this work, we first establish unified convergence analysis
for both AID-BiO and ITD-BiO that are applicable to all
implementation choices of loops. We then specialize our
results to characterize the computational complexity for
all implementations, which enable an explicit comparison
among them. Our result indicates that for AID-BiO, the
loop for estimating the optimal point of the inner func-
tion is beneficial for overall efficiency, although it causes
higher complexity for each update step, and the loop for
approximating the outer-level Hessian-inverse-vector prod-
uct reduces the gradient complexity. For ITD-BiO, the two
loops always coexist, and our convergence upper and lower
bounds show that such loops are necessary to guarantee a
vanishing convergence error, whereas the no-loop scheme
suffers from an unavoidable non-vanishing convergence er-
ror.
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MS10

Pajarito: An Extensible Mixed-Integer Conic
Solver In Julia

Pajarito.jl is an outer approximation solver for mixed inte-
ger conic problems. In early 2022, we redesigned Pajarito
to support MathOptInterface. Pajarito now has a generic
cone interface that allows adding support for new convex
cones through a small list of oracles. In the supplemen-
tal package PajaritoExtras.jl,we have extended Pajarito by
adding support for several cones recognized by Hypatia.jl
(a continuous conic solver with its own generic cone inter-
face). In the examples folder of PajaritoExtras, we for-
mulate a wide variety of applied mixed-integer conic prob-
lems. Our experiments compare Pajarito’sperformance un-
der different but equivalent formulations. This talk gives
an overview of Pajarito’s new architecture and presents
some of these computational results.
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MS10

Uno: A Unified Nonlinear Optimization Frame-
work

We present a new nonlinear optimization framework, called
UNO, that can be used to implement a broad range of opti-
mization methods. Our framework allows us to implement
different subproblem solves (e.g. LP or QP steps), provides
a flexible choice of globalization strategy (including penalty
function or filter methods), a choice of globalization mech-
anism (e.g. trust-region or line-search), and different con-
straint relaxation strategies (l1, augmented Lagrangian, or
restoration). We illustrate the flexibility of our framework
by implementing a range of existing optimization solvers,
and show how we can easily adapt the framework to exper-
iment with new optimization approaches for solving con-
strained nonlinear optimization problems.
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Recent Advances in the OSQP Solver: Differen-
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tiable Optimization, Accelerated Linear Algebra,
and More

OSQP is a fast, light, and widely popular open-source
solver for quadratic optimization based on the alternat-
ing direction method of multipliers. We present the lat-
est changes, improvements, and additions in OSQP 1.0.
We introduce a new modular linear algebra framework to
seamlessly run OSQP on three different platforms: default
single-threaded for embedded applications, the Intel Math
Kernel Library for multicore CPUs, and CUDA for GPUs.
We discuss new OSQP code generation routines to create a
light embeddable version of the solver. In contrast to prior
OSQP code generation, our new implementation runs di-
rectly in C and can be called from any high level OSQP
interface, including Python, Matlab, and Julia. In addi-
tion, OSQP now supports differentiable optimization and
it can efficiently compute, directly in C, the derivatives of
its solution with respect to the problem parameters. With
convenient wrappers in JAX and Pytorch, OSQP is, to our
knowledge, the first solver with internal automatic differen-
tiation capabilities for the optimization problem itself. We
illustrate the benefits of the new functionalities in OSQP
on various numerical examples.
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MS11

Robust Explainable Prescriptive Analytics

We propose a new robust explainable prescriptive analytics
framework that minimizes a risk-based objective function
under distributional ambiguity by leveraging the data col-
lected on the past realizations of the uncertain parameters
affecting the decision model and the side information that
have some predictive power on those uncertainties. The
framework solves for an explainable response policy that
transforms the side information directly to implementable
here-and-now decisions. Such a policy should endow with
the properties of facilitating explanation of the decisions,
ensuring that the solutions are implementable, and main-
taining the computational tractability of the optimization
problem. We show that affine and tree-based policies could
achieve these salient properties. We adopt the data-driven
robust satisficing framework to address the issue of overfit-
ting when the empirical distribution is used for evaluating
the risk-based objective function. To address linear op-
timization models with recourse, we provide a new safe
tractable approximation that ensures the feasibility of the
robust satisficing model, which can deal with constraints
that are biaffine in the outcome variables and the side infor-
mation. We also introduce a new biaffine recourse adap-
tation to improve the quality of the approximation. We
provide a simulation case study on how the framework can
be applied to in a risk minimizing portfolio optimization

problem using past returns as side information.
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MS11

A Practical Scenario-Based Approach for Uncer-
tain Convex Optimization Problems

Optimization under uncertainty has undergone rapid devel-
opment in the past decades. However, despite the growing
recognition of the importance of uncertainty, we observe
that the existing methods are still underutilized in prac-
tice. We propose a simple, yet effective, data-driven ap-
proach that offers a number of practical advantages over
existing methods. Our approach is: (i) accessible, (ii) able
to deal with a wide variety of problems and (iii) provides
dimension-free statistical feasibility guarantees. We pro-
pose an iterative generation and evaluation algorithm in
which the robustness of solutions is analyzed a posteriori.
We demonstrate the effectiveness of our approach over ex-
isting methods using numerical experiments.
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MS11

Stochastic Optimization with Optimal Importance
Sampling

In solving stochastic optimization problems that involve
rare events running crude Monte Carlo can be prohibitively
inefficient. Importance sampling can be considered instead
to lower the sampling error to more desirable levels. How-
ever, selecting a best in class importance sampler typically
requires knowledge of a minimizer of the stochastic opti-
mization problem. We show that by simultaneously solving
an auxiliary stochastic optimization problem we can untie
this circular challenge.
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MS12

Randomized Linear Algebra for Interior Point
Methods

Linear programming is a central problem in computer sci-
ence and applied mathematics with numerous applications
across a wide range of domains, including machine learning
and data science. Interior point methods (IPMs) are a com-
mon approach to solving linear programs with strong the-
oretical guarantees and solid empirical performance. The
time complexity of these methods is dominated by the cost
of solving a linear system of equations at each iteration.
In common applications of linear programming, particu-
larly in data science and scientific computing, the size of
this linear system can become prohibitively large, requiring
the use of iterative solvers which provide an approximate
solution to the linear system. Approximately solving the
linear system at each iteration of an IPM invalidates com-
mon analyses of IPMs and the theoretical guarantees they
provide. In this talk we will discuss how randomized lin-
ear algebra can be used to design and analyze theoretically
and practically efficient IPMs when using approximate lin-
ear solvers.
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MS12

Combining Proximal Point and Interior Point
Methods: the Linear Algebra Perspective

We will present recent results concerning the interpretation
of Interior Point Methods using the tools of Proximal Point
Algorithms. In particular, we will show that it is possible to
design a class of second-order methods characterized by a
reduced computational footprint of the related linear alge-
bra routines, comparable to that of the first-order methods.
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New Developments of ADMM-based Interior Point
Methods for Linear Programming and Conic Pro-
gramming

: The ADMM-based interior point method (ABIP, Lin et
al. 2021) is a hybrid algorithm which effectively combines
the interior point method and the first-order method to
achieve performance boost in large-scale linear program-
ming. Different from the standard interior point method
which relies on a costly Newton step, ABIP applies the al-
ternating direction method of multipliers (ADMM) to ap-
proximately solve the barrier penalized problem. In this
paper, we provide a new version of ABIP with multiple
improvements. First, we develop several new implementa-
tion strategies to accelerate ABIPs performance for linear
programming. Next, we extend ABIP to solving the more
general linear conic programming and establish the asso-
ciated iteration complexity of the algorithm. Finally, we
conduct extensive numerical experiments in both synthetic
and real-world datasets to demonstrate the empirical ad-
vantage of our developments. In particular, the enhanced
ABIP achieves a 5.8x reduction in the geometric mean of
run time on 105 LP instances from Netlib and it compares
favorably against state-of-the-art open-source solvers in a
wide range of large-scale problems. Moreover, it is even
comparable to the commercial solvers in some particular
datasets.
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MS13

Convergent Discretization of Optimal Boundary
Control Problems for Discontinuous Solutions of
Hyperbolic Conservation Laws

We study the convergence of discretization schemes for
the adjoint equation arising in the adjoint-based derivative
computation for optimal boundary control of conservation
laws with source term. As boundary control we consider
piecewise continuously differentiable controls with possi-
ble discontinuities at switching times, where the smooth
parts as well as the switching times serve as controls. Since
entropy solutions of hyperbolic conservation laws can de-
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velop discontinuities, the derivation of differentiability re-
sults for objective functions and of optimality conditions is
involved. Moreover, a numerical approximation that yields
consistent derivatives and optimality conditions is delicate.
It can be shown that the derivative of tracking-type ob-
jective functionals with respect to the smooth parts and
the switching times of the boundary controls can be rep-
resented by an adjoint-based formula. The adjoint state
is the so-called reversible solution of a transport equation
with discontinuous coefficient and boundary conditions.
We study discrete adjoint schemes of monotone difference
schemes in conservation form such as Engquist-Osher or
Lax-Friedrichs scheme. We also allow that the state is
computed by another numerical scheme satisfying certain
convergence properties. We proof convergence results of
the discrete adjoint to the reversible solution. This im-
plies also the convergence of the discrete sensitivities. The
findings are illustrated by numerical examples.
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MS13

A Directional Newton Derivative Scheme for Shape
Optimization Problems Constrained by Variational
Inequalities

Shape optimization problems constrained by variational in-
equalities (VI) are non-smooth and non-convex optimiza-
tion problems. The non-smoothness arises due to the VI
constraint, which makes it challenging to derive optimality
conditions. Besides the non-smoothness there are comple-
mentary aspects due to the VIs as well as distributed, non-
linear, non-convex and infinite-dimensional aspects due to
the shapes which complicate to set up an optimality sys-
tem and, thus, to develop fast and higher order solution
algorithms. In this talk, we consider directional Newton-
derivatives in order to formulate optimality conditions. In
this context, we set up a directional Newton-shape deriva-
tive scheme and formulate an algorithm based on the novel
derivatives. Examples show the application of the proposed
scheme.
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MS14

Recent Advances in Sdp Performance Estimation
for Iterative Methods

Semidefinite programming (SDP) performance analysis
was introduced in 2014 in a seminal paper by Drori and

Teboulle. Since then, it has become a standard tool in es-
tablishing the (often exact) rates of convergence of many
iterative methods, by formulating the worst-case conver-
gence rate as the optimal value of an SDP problem. This
has yielded new insight on many methods, including gra-
dient descent, Newtons method for self-concordant func-
tions, ADMM, DCA, etc. In this talk we will review some
recent results on SDP performance analysis for iterative
methods. The talk will be based on joint work with Hadi
Abbaszadehpeivasti and Moslem Zamani.
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Exact Optimal Accelerated Complexity for Fixed-
Point Iterations

Despite the broad use of fixed-point iterations through-
out applied mathematics, the optimal convergence rate of
general fixed-point problems with nonexpansive nonlinear
operators has not been established. This work presents an
acceleration mechanism for fixed-point iterations with non-
expansive operators, contractive operators, and nonexpan-
sive operators satisfying a Hölder-type growth condition.
We then provide matching complexity lower bounds to es-
tablish the exact optimality of the acceleration mechanisms
in the nonexpansive and contractive setups. This result will
also be extended to the nonexpansive setup without fixed
points. Finally, we provide experiments with CT imag-
ing, optimal transport, and decentralized optimization to
demonstrate the practical effectiveness of the acceleration
mechanism.
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The speed-robustness trade-off for first-order
methods with additive gradient noise

We study the trade-off between convergence rate and sen-
sitivity to stochastic additive gradient noise for first-order
optimization methods. Ordinary Gradient Descent (GD)
can be made fast-and-sensitive or slow-and-robust by in-
creasing or decreasing the stepsize, respectively. How-
ever, it is not clear how such a trade-off can be navigated
when working with accelerated methods such as Polyak’s
Heavy Ball (HB) or Nesterov’s Fast Gradient (FG) meth-
ods, or whether any of these methods can achieve an op-
timal trade-off. We consider three classes of functions:
(1) strongly convex quadratics, (2) smooth strongly convex
functions, and (3) functions whose gradients are bounded
in a sector. For each function class, we present a tractable
way to compute convergence rate and sensitivity to addi-
tive gradient noise for a broad family of first-order meth-
ods, and we present algorithm designs that are near-Pareto-
optimal with respect to our analysis. Each design consists
of a simple analytic update rule with two states of memory,
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similar to HB and FG. Moreover, each design has a scalar
tuning parameter that explicitly trades off convergence rate
and sensitivity to additive gradient noise. When tuned as
aggressively as possible, our proposed algorithms recover
the algorithms with fastest-known convergence rates for
each function class. When tuned to be more robust, our
algorithms are novel and provide a practical way to control
noise sensitivity while maintaining fast convergence.
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Wasserstein Generative Adversarial Uncertainty
Quantification and Transfer Learning in Physics-
Informed Neural Networks

In this paper, we study a physics-informed algorithm for
Wasserstein Generative Adversarial Networks (WGANs)
for uncertainty quantification in solutions of partial differ-
ential equations. By using groupsort activation functions
in adversarial network discriminators, network generators
are utilized to learn the uncertainty in solutions of partial
differential equations observed from the initial/boundary
data. Under mild assumptions, we show that the general-
ization error of the computed generator converges to the
approximation error of the network with high probability
when the number of samples is sufficiently taken. Accord-
ing to our established error bound, we also find that our
physics-informed WGANs have a higher requirement for
the capacity of discriminators than that generators. Nu-
merical results on synthetic examples of partial differential
equations are reported to validate our theoretical results
and demonstrate how uncertainty quantification can be ob-
tained for solutions of partial differential equations and the
distributions of initial/boundary data. However, the qual-
ity or the accuracy of the uncertainty quantification theory
in all the points in the interior is still a theoretical vacancy
and required for further research.
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MS15

Stochastic Optimization with Constraints: Algo-
rithm, Convergence, and Statistical Inference

Constrained stochastic optimization problems appear
widely in numerous applications in statistics, machine
learning, and engineering. These include constrained max-
imum likelihood estimation, constrained deep neural net-
works, physics-informed machine learning, and optimal
control. In this talk, I will describe how to design adap-
tive algorithms for solving constrained stochastic nonlinear
optimization problems based on sequential quadratic pro-
gramming (SQP). This talk is divided into two parts. In
the first part, I will describe the development of a stochas-

tic line search procedure to adaptively select the stepsize in
a setting where batches of samples can be accessed. The al-
gorithm adaptively selects the batch size in each iteration
to estimate the objective model while satisfying suitable
probabilistic conditions on the model estimation accuracy.
The SQP equipped with this line search procedure prov-
ably converges to a KKT point almost surely. In the second
part, I will switch to a fully online setup, where the algo-
rithm only has access to a single sample to estimate the
objective model in each iteration. I provide the global and
local almost sure convergence results and perform statisti-
cal inference by showing the asymptotic normality with a
Berry-Esseen bound for the SQP iterates.
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Differentiable Optimization-Based Layers

Constraints, such as physical constraints or resource-based
constraints, are ubiquitous in real-world models, and have
been a long time subject of study for the optimization field.
Recently, using the implicit function theorem and its soft-
ware implementations, we can make constrained optimiza-
tion solvers differentiable with regards to some parameters.
This allows us to incorporate constraints-based modeling
into deep-learning models. In this talk, we provide a small
introduction to this subfield, and showcase some recent ap-
plications of this way of thinking: designing differentiable
PDE-constrained functions, and designing models on very
large graphs by selecting subgraphs in a differentiable way.
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Variational Inequality and Saddle Point Problems
with Functional Constraints

In the first part of this talk, we discuss the monotone
Variational Inequality (mVI) problem which involves func-
tion constraints. In the existing literature, algorithms
for the mVI problem assume accurate projections onto
the feasible set. This is violated when the mVI prob-
lem involves complicated function constraints. Here, we
show a principled approach to handling such function con-
straints. We show unified complexity results for the prob-
lem in smooth/nonsmooth and stochastic operator and/or
stochastic function constraint settings. For the determinis-
tic and smooth setting, we show an adaptive version of the
algorithm. In the second part, we show that all of our al-
gorithms can be easily extended for convex-concave saddle
point (SP) problems where primal and dual variables are
coupled by a constraint. Note that the usual SP problems
studied in the literature assume that the feasible domain is
a product form of the primal domain and the dual domain.
This assumption is violated when the variables are cou-
pled. Hence, our algorithms solve a new problem class of
even deterministic SP problem setting (which is widely ex-
plored in recent years). Borrowing developments from the
mVI problem, we further develop (I) adaptive versions for
smooth deterministic SP problems, and (II) unified com-
plexity for smooth/nonsmooth stochastic and/or determin-
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istic SP problems.
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Functional Constrained Optimization for Risk
Aversion and Sparsity Control

In this paper, we focus on projection-free methods that
generate a sparse trajectory for solving challenging func-
tional constrained optimization problems. Specifically, for
the convex setting, we propose a Level Conditional Gradi-
ent (LCG) method, which leverages a level-set framework
to update the estimation of the optimal value and an inner
conditional gradient oracle for solving mini-max subprob-
lems. We show that the method achieves O(

1
ε2

log 1
ε

)
iter-

ation complexity for solving both smooth and nonsmooth
cases without dependency on a possibly large magnitude of
optimal dual Lagrange multiplier. For the nonconvex set-
ting, we introduce the Level Inexact Proximal Point (IPP-
LCG) method and the Direct Nonconvex Conditional Gra-
dient (DNCG) method. The first approach taps into the
advantage of LCG by transforming the problem into a se-
ries of convex subproblems and exhibits an O(

1
ε3

log 1
ε

)
it-

eration complexity for finding an approximate KKT point.
DNCG is the first single-loop projection-free method, with
iteration complexity bounded byO(

1
ε4

)
for computing a so-

called ε-Wolfe point. We demonstrate the effectiveness of
LCG, IPP-LCG and DNCG by devising formulations and
conducting numerical experiments on two risk averse sparse
optimization applications: a portfolio selection problem
and a radiation therapy planning problem.
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On Well-Structured Convex-Concave Saddle Point
Problems and Variational Inequalities with Mono-
tone Operators

For those acquainted with CVX (aka disciplined convex
programming) of M. Grant and S. Boyd, the motivation
of this work is the desire to extend the scope of CVX
beyond convex minimization—to convex-concave saddle
point problems and variational inequalities with monotone
operators. To attain this goal, given a family K of cones
(e.g., Lorentz, semidefinite, geometric, etc), we introduce
the notions of K-conic representation of a convex-concave
saddle point problem and of variational inequality with
monotone operator. We demonstrate that given such a rep-
resentation of the problem of interest, the latter can be re-
duced straightforwardly to a conic problem on a cone from
K and thus can be solved by (any) solver capable to han-
dle conic problems on cones from K (e.g., Mosek or SDPT3
in the case of semidefinite cones). We also show that K-
representations of convex-concave functions and monotone

vector fields admit a fully algorithmic calculus which helps
to recognize the cases when a saddle point problem or vari-
ational inequality can be converted into a conic problem on
a cone from K and to carry out such conversion.
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Dynamic Pricing for Electric Vehicles Charging
Station Management

Due to numerous political and environmental incentives,
the number of electric cars has increased dramatically in
recent years. This rapid growth raises a number of chal-
lenges in terms of charging management. More precisely, it
is important to manage the location of charging stations,
the size of the stations to avoid queues and the impact of
charging on the electrical grid. In this talk, we propose
a dynamic pricing model that aims at distributing users
in time and space on charging stations in order to reduce
the impact on the electrical grid and thus avoid black outs.
In order to represent the hierarchical decision process, this
pricing problem is modeled by a bi-level optimization prob-
lem where the institution managing the charging stations
(the leader) determines dynamic tariffs by explicitly tak-
ing into account the preferences of the users (the followers)
with respect to their charging choices (space and time pref-
erences). Relying on the particular structure of the prob-
lem, the bilevel problem is reformulated as a MIP one.
Experimental results put into highlight the efficiency of
the solution approach. Sensitivity results are provided and
discussed
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MS17

Deep Learning with Nontrivial Constraints

Despite the sweeping success and impact of deep learning
in numerous domains, imposing explicit constraints is rela-
tively new but increasingly pressing in deep learning (DL),
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stimulated by, e.g., trustworthy AI that performs robust
optimization over complicated perturbation sets and sci-
entific and engineering applications that need to respect
physical laws and constraints. In this talk, we will (1)
survey DL problems with nontrivial constraints across sci-
ence, engineering, and medicine, (2) highlight the NCVX
computing framework we have recently built, which pro-
vides deterministic solvers to solve constrained DL prob-
lems, and (3) invite the optimization community to solve
the stochastic constrained DL problems.
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MS17

Aggregations of Quadratic Inequalities and Hidden
Hyperplane Convexity

Abstract: we study sets defined by quadratic inequalities,
and whether the convex hull can be described using non-
negative weighted linear combinations of the constraints,
which we call aggregations. We introduce the notion of
hidden hyperplane convexity (HHC), which gives a suffi-
cient condition for convex hull to be given by aggregations.
HHC encompasses known results for two or three quadrat-
ics as special cases, and is closely related to the classical
notion of hidden convexity in convex geometry. We apply
our results to sets defined by linear and sphere constraints.
Joint work with Greg Blekherman and Santanu S. Dey.

Shengding Sun
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MS18

Optimistic Posterior Sampling Methods for
Sample-efficient Reinforcement Learning

Posterior sampling for Reinforcement Learning (RL) refers
to a class of methods motivated by a Bayesian framework,
which is quite attractive due to its flexibility in incorporat-
ing a variety of models. In this talk, we will discuss a recent
line of work which has endowed these methods with worst-
case sample-efficiency guarantees through an optimistic en-
hancement of the basic posterior sampling method. We
will present a novel structural measure called a decoupling
coefficient, which captures the difficulty of the underlying
RL problem, and bound the sub-optimality of the learning
agent in terms of this measure. Along the way, we will
also see how standard no-regret learning ideas for poste-
rior sampling can be leveraged and adapted to obtain our
results.
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MS18

Efficiently Computing Nash Equilibria in Adver-
sarial Team Markov Games

Computing Nash equilibrium policies is a central problem

in multi-agent reinforcement learning that has received ex-
tensive attention both in theory and in practice. How-
ever, provable guarantees have been thus far either lim-
ited to fully competitive or cooperative scenarios or im-
pose strong assumptions that are difficult to meet in most
practical applications. In this work, we depart from those
prior results by investigating infinite-horizon adversarial
team Markov games, a natural and well-motivated class of
games in which a team of identically-interested players –
in the absence of any explicit coordination or communi-
cation – is competing against an adversarial player. This
setting allows for a unifying treatment of zero-sum Markov
games and Markov potential games, and serves as a step
to model more realistic strategic interactions that feature
both competing and cooperative interests. Our main con-
tribution is the first algorithm for computing stationary�-
approximate Nash equilibria in adversarial team Markov
games with computational complexity that is polynomial
in all the natural parameters of the game, as well as1/�.
The proposed algorithm is particularly natural and practi-
cal, and it is based on performing independent policy gra-
dient steps for each player in the team, in tandem with best
responses from the side of the adversary; in turn, the pol-
icy for the adversary is then obtained by solving a carefully
constructed linear program.

Ioannis Panageas
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MS19

Optimizing Large Scale Temporal Multi-
Commodity Capacitated Flow Problem

We study the temporal fixed-charge multi-commodity flow
problem. This problem is used in modeling large scale ful-
fillment networks where timing impacts both consumer ex-
perience as well as operations in the network. To this end,
we wish to maximize the volume of the flow that arrive
within the promised times while obeying capacity and cost
constraints. Due to the sheer size of this problem, it can-
not be solved directly even on moderate size transporta-
tion networks. Lara et al. proposed a combination heuris-
tics that approximately solve the MILP formulation of this
problem. In this work, we show a simple greedy heuristic
approach which involves iteratively finding the best pos-
sible path in the time expanded network to flow packages
between the origin of a demand and its destination. This
subroutine resembles the dynamic programming approach
to the shortest path problem. A post-processed module is
then used to find the timed-path that delivers most on-time
flow per unit of cost incurred. We show through experi-
ments that on average this heuristic can close a 96% gap
with the approach in Lara et al. while being 7X faster.

Arash Haddadan
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MS19

Faster Solutions of Very Large Timing Optimiza-
tion Problems Using Dynamic Discretization Dis-
covery.

In this talk, we present novel algorithms for large instances
of temporal, fixed-charge multicommodity flow problems.
At the heart of our algorithms lie strong, but extremely
large mixed integer programming formulations that in
turn are based on time-expanded networks arising from
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a given base graph. We discuss novel solution algorithms
that extend the so called dynamic discretization discovery
methodology (DDD) due to Boland et al. (Operations Re-
search, 2017). In particular, we show that DDD can be ap-
plied when we face hard node- and arc capacity constraints,
as well as when the underlying formulation is cyclic in na-
ture.

Jochen Koenemann
University of Waterloo
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MS19

Dynamic discretization discovery for region-based
networks

Practical network design applications are often compli-
cated by temporal considerations such as transit times
and time-varying network parameters. While these prob-
lems can be modeled with time-indexed formulations, this
often results in huge time-expanded graphs. The recently-
developed dynamic discretization discovery (DDD) method
allows many time-dependent problems to become more
tractable by iteratively solving instances of the problem
on smaller networks where each node has its own discrete
set of departure times. However, in the current implemen-
tation of DDD, all arcs departing a common node share
the same set of departure times. This causes DDD to be
ine?ective for solving problems where all near-optimal solu-
tions require many distinct departure times at the majority
of the nodes in the network. To address this shortcoming,
we develop a DDD framework where the set of departure
times is determined on the arc level rather than the node
level. This approach is particularly effective for region-
based networks.

Madison Van Dyk
University of Waterloo
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MS20

On the Steplength Selection in Gradient-Based
Methods for Special Constrained Optimization
Problems

Gradient-based methods are widely used for solving non-
linear optimization problems; their popularity is essentially
related to the computational simplicity combined with low
cost per iteration and low memory requirements for solving
such problems with medium accuracy. Steplength selection
is a fundamental task for improving the practical efficiency
of gradient-based algorithms; it requires to balance the
need of accelerating the convergence rate without increas-
ing the overall computational cost. In the last years, very
efficient gradient-based approaches have been designed, ex-
ploiting special strategies for the steplength selection. This
talk aims to show how the presence of the feasible region
in quadratic and non-quadratic minimization problems in-
fluences the spectral behaviour of well-known steplength
strategies, like the Barzilai-Borwein rules and the limited
memory steplength selections developed by R. Fletcher in
2012, employed in standard gradient projection-like meth-
ods. Starting from a spectral analysis aimed at clarifying
the relation between subsequent gradients along the iter-
ations, we propose different ideas to generalize steplength
selection rules to gradient projection algorithms taking into
account the constraints. Some hints on how these concepts
can be extended to proximal gradient methods for a spe-
cial non-smooth minimization problem will be provided,

together with numerical evaluations of the proposed ap-
proaches.
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MS20

The Harmonic Rayleigh Quotient with Target for
Stepsize Selection in Gradient Methods

We study the use of the harmonic Rayleigh quotient with
target for the stepsize selection in gradient methods for
nonlinear optimization problems. This stepsize provides a
framework to reinterpret existing stepsizes and introduce
new ones. In particular, we analyze the adaptive Barzilai-
Borwein stepsize (Zhou, Gao and Dai, Gradient methods
with adaptive step-sizes, 2006) and propose a target-based
version of it. While existing stepsizes usually correspond to
negative values for the target, positive targets are also con-
sidered. We extend the classical convergence analysis for
quadratic problems (Dai and Liao, R-linear convergence
of the Barzilai and Borwein gradient method, 2002) to
these new stepsizes, and show they also satisfy a certain
secant condition. Numerical experiments on generic uncon-
strained problems show that the introduction of a target
may decrease the computational cost of the spectral gra-
dient method combined with a nonmonotone line search.

Giulia Ferrandi, Michiel E. Hochstenbach
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MS20

Two Spectral Gradient Methods with Application
to Eigenvalue Problems

In this work we introduce two Barzilai and Borwein-like
steps-sizes for the classical gradient method. Both step-
sizes are derived from two unconstrained optimization
models that involve approximate information of the Hes-
sian of the objective function. A convergence analysis of
the proposed algorithm is provided. Some numerical ex-
periments are performed in order to compare the efficiency
and effectiveness of the proposed procedures with similar
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methods in the literature. Finally, we apply the new gradi-
ent methods in the solution of trace maximization problems
over the Stiefel manifold, in order to compute eigenvalues
of symmetric matrices.
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MS21

Randomized Branch-and-Cut Algorithm for
Stochastic Mixed-Integer Programming

Stochastic mixed-integer programs are among the most
challenging optimization problems that find many practi-
cal applications. This talk presents a novel randomization-
based branch and cut algorithm for two-stage stochastic
mixed-integer programs. A stage-decomposition algorithm
is embedded within a branch-and-cut procedure to han-
dle the computational difficulty of solving the stochastic
program. Unlike the deterministic branch-and-cut, where
node relaxations are deterministic optimization problems,
the node relaxations in our algorithm are stochastic. We
solve these stochastic node relaxation problems using the
sequential sampling-based stochastic decomposition algo-
rithm. Instead of using a fixed sample set, the stochas-
tic decomposition algorithm generates observations on the
fly while concurrently performing the optimization step.
This approach results in a partitioning process guided by
stochastic lower and upper bounds. We discuss the con-
vergence analysis and illustrate the computational perfor-
mance of the algorithm on well-known instances in the lit-
erature.
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MS21

Ptas for Stochastic Knapsack with Chance Con-
straints and Random Profits

We consider a stochastic knapsack problem where each
item has a random profit and a random size of known dis-
tributions independent of other items. The goal is to find a
set of “probably approximately optimal” items that satis-
fies the following two conditions. (1) The probability of the
total size exceeding the knapsack bound is at most a given
threshold. (2) The probability of the total profit under-
neath the deterministic average optimal value within an δ-
tolerance is at most another given threshold. We present a
greedy algorithm for the problem, which ensures a 1−O(�)
approximation ratio under a mild additional assumption,
and a Polynomial Time Approximation Scheme (PTAS) for
the problem, which achieves a near-optimal profit.

Guanyi Wang
National University of Singapore
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MS23

On Adaptive stochastic Trust-Region approaches
for finite sum minimization

In this talk we discuss recent advances in stochastic first
and second-order trust-region methods for solving finite-

sum minimization problems. At each iteration, the pro-
posed methods approximate the function and the deriva-
tives by sampling, employing adaptive sample sizes that
may vary from one iteration to the other. The choice of
the function sample size is ruled by the inexact restora-
tion approach, whereas the derivatives approximations can
be computed averaging in smaller sample sets. The trust-
region step is accepted or rejected according to whether
a sufficient decrease condition on a suitable merit func-
tion holds or not. The proposed methods can also handle
the case of bound constraints. We provide convergence re-
sults in probability and worst-case complexity results in
expectation. We also report numerical results showing the
advantages of adaptive approaches in reducing the tuning
efforts in training neural network.
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MS23

A Stochastic-Gradient-based Interior-Point Algo-
rithm for Bound-Constrained Stochastic Optimiza-
tion

An interior-point algorithm for minimizing a stochastic ob-
jective function subject to bound constraints is presented,
analyzed, and tested. The algorithm is unique from typi-
cal interior-point methodologies due to its definition of an
inner neighborhood of the feasible region—dependent on
a positive neighborhood parameter—in which the iterates
are forced to remain. This avoids the need to employ a tool
such as a fraction-to-the-boundary rule (which is common
in the deterministic regime) since the use of such a tool
makes it difficult to ensure convergence guarantees in the
stochastic regime. It is shown that with a careful balance
between the barrier, step size, and neighborhood param-
eter sequences, the algorithm enjoys convergence guaran-
tees in the deterministic setting as well as in the context
of stochastic and probabilistic analyses when stochastic
gradients are employed. The results of numerical exper-
iments show that in stochastic settings the algorithm can
outperform state-of-the-art projected stochastic gradient
techniques.
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MS23

A smoothing-based decomposition for nonlinear
nonconvex two-stage optimization

We present a decomposition framework for nonlinear non-
convex continuous optimization. As distinguishing feature,
we use a smoothing technique based on barrier methods
to render the response of the second-stage problem dif-
ferentiable. This general setup makes it possible to uti-
lize efficient implementations of existing nonlinear opti-
mization solvers for both the master and the subproblems.
We discuss local convergence properties of the method and
present some numerical experiments.

Andreas Wächter
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MS24

Scalable Projection-Free Optimization Methods
Via Multicenter Radial Duality

We will discuss an approach to constrained optimiza-
tion replacing orthogonal projections with simple one-
dimensional linesearches with respect to known feasible
points satisfying each constraint. Through a radial re-
formulation, any original constrained, potentially non-
Lipschitz optimization problem can be cast as a root-
finding problem over a series of unconstrained Lipschitz
subproblems (extending the prior works of Renegar and
Grimmer which required one point feasible to every con-
straint). This bares notable similarities to classic level-set
methods, but with improved conditioning/Lipschitz conti-
nuity structure. Based on this, we develop new projection-
free first-order methods that provably converge towards
optimality while maintaining feasibility. Applications to
solving second-order cone programs will be presented, for
which we show acceleration based on the smoothness and
strong convexity of the underlying constraints.

Benjamin D. Grimmer
Cornell University
grimmer@jhu.edu

Thabo Samakhoana
Johns Hopkins University
tsamakh1@jhu.edu

MS24

Robust Nonconvex Optimization in the Presence

of Stochastic Constraints

We consider the problem of robust (nonconvex) optimiza-
tion in the presence of constraints that are stochastic. Such
optimization problems arise in modern applications such
as training fair machine learning models. For such high-
dimensional applications, first-order methods are desirable
due to their scalability. In this talk, we first discuss how
certain existing algorithms such as the Alternating Direc-
tion Method of Multipliers or the penalty-based methods
can be extended to this regime. We provide extensive nu-
merical experiments on the scalability and sensitivity of
these methods. We also discuss some convergence analyses
on these algorithms.
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MS24

Policy Gradient and Duality: Estimation, Conver-
gence and Beyond

Consider the estimation of policy gradient (PG) using data
that maybe collected in off-policy manners. The talk
presents a Policy Gradient Bellman Equation and shows
how to leverage Q function approximator for policy gra-
dient estimation via a double fitted iteration. We show
that the double fitted iteration is equivalent to a plug-in
estimator. Further, the PG estimation error bound is de-
termined by a restricted chi-square divergence that quan-
tifies the interplay between distribution shift and function
approximation. A matching Cramer Rao lower bound is
also provided. Next, we show how to extend policy gra-
dient method to reinforcement learning beyond cumulative
rewards. In particular, consider the objective that is a gen-
eral concave utility function of the state-action occupancy
measure, containing as special cases maximal exploration,
imitation and safety constrained RL. Such generality inval-
idates the Bellman equation and Suttons Policy Gradient
Theorem. We derive a new Variational Policy Gradient
Theorem for RL with general utilities, which establishes
that the parametrized policy gradient may be obtained as
the solution of a stochastic saddle point problem. We also
exploit the hidden convexity of the Markov decision pro-
cess and prove that the variational policy gradient scheme
converges globally to the optimal policy for the general ob-
jective, though the optimization problem is nonconvex.

Mengdi Wang
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MS25

Improving the Geometry of Linear Optimization
Problems for the Primal-Dual Hybrid Gradient
Method

The primal-dual hybrid gradient method (PDHG) (with
restarts and heuristic enhancements) has shown significant
success in solving huge-scale LP problems, and our recent
research has shown that this success relies on certain geo-
metric condition measures of the LP related to error ra-
tios and sharpness. However, these condition measures
may take on extreme values and lead to poor performance
both in theory and in practice, which begs the question
of whether these geometric condition measures can be im-
proved by applying suitable transformations of the given
LP instance? In this study we show in particular how
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column rescaling can improve these condition measures in
theory (and lead to improved performance of PDHG in
practice). Our theoretical development leads to guidelines
for practical implementation of re-scaling based on ideas
from analytic centers. Also, our experiments on LP relax-
ations of the MIPLIB 2017 dataset demonstrate the impact
of rescaling on the actual performance of PDHG.
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MS25

On the Geometry and Refined Rate of Primal-Dual
Hybrid Gradient for Linear Programming

Linear programming (LP) is a fundamental class of op-
timization problems with various applications. Recently,
there is a new trend of researches on using first-order meth-
ods (FOMs) for LP with the goal to scale up LP by taking
advantage of distributed computing. A notable example is
the implementation of PDLP, an FOM LP solver that is
based on primal-dual hybrid gradient (PDHG). Despite its
numerical success, the theoretical understanding of PDHG
for LP is far from complete; its existing complexity result
depends on the global Hoffman constant of the KKT sys-
tem, which is known to be loose and uninformative. In
this work, we aim to develop a fundamental understanding
of the geometric behaviors of PDHG for LP and a refined
complexity rate that is not relied on the global Hoffman
constant. We show that there are two major stages of
PDHG for LP: in Stage I, PDHG identifies active variables
and the length of the first phase that is driven by a cer-
tain quantity which measures the closeness to degeneracy;
in Stage II, PDHG effectively solves a homogeneous linear
inequality system, and the complexity of the second stage
is driven by a well-behaved local sharpness constant of the
system. This finding is closely related to the concept of
partial smoothness in non-smooth optimization, and it is
the first complexity result of partial smoothness without
the non-degeneracy assumption. Our results suggest that
degeneracy itself does not slow down the convergence, but
near-degeneracy does.
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MS25

Fast Potential-Reduction Algorithms for Linear
Programming

We develop a few first-order, PDHG, and/or dimension-
reduced second-order potential reduction techniques for
linear programming. The introduction of potential reduc-
tion removes the barrier parameter tuning such as in ABIP.
We establish the convergence theory and demonstrate their

practical performances.
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MS26

Ideal Polyhedral Relaxations of Non-Polyhedral
Sets.

Modern statistical and decision-making problems call for
mixed-integer nonlinear optimization (MINLO) formula-
tions, which inherently lead to non-polyhedral relaxations.
There has been a substantial progress in extending and
adapting techniques for both the mixed-integer linear op-
timization and continuous nonlinear literatures, but there
may a fundamental limit on the effectiveness of such ap-
proaches as they fail to exploit the specific characteristics of
MINLO problems. In this talk, we discuss recent progress
in studying the fundamental structure of MINLO problems.
In particular, we show that such problems have a hidden
polyhedral substructure that captures the non-convexities
associated with discrete variables. Thus, by exploiting this
substructure, convexification theory and methods based
on polyhedral theory can naturally be used study non-
polyhedral sets. We also provide insights into how to design
algorithms that tackle the ensuing relaxations.
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Explicit Convex Hull Description of Bivariate
Quadratic Sets with Indicator Variables

We present an explicit description for the convex hull of bi-
variate quadratic sets with indicator variables in the space
of original variables. Computational results will be pre-
sented.
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On Constrained Mixed-Integer Dr-Submodular
Minimization

DR-submodular functions encompass a broad class of func-
tions which are generally non-convex and non-concave. We
study the problem of minimizing any DR-submodular func-
tion, with continuous and general integer variables, un-
der box constraints and possibly additional monotonicity
constraints. We propose valid linear inequalities for the
epigraph of any DR-submodular function under the con-
straints. We further provide the complete convex hull of
such an epigraph, which, surprisingly, turns out to be poly-
hedral. We propose a polynomial-time exact separation al-
gorithm for our proposed valid inequalities, with which we
first establish the polynomial-time solvability of this class
of mixed-integer nonlinear optimization problems.

Kim Yu, Simge Kucukyavuz
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MS27

Bounds for Multistage Mixed-Integer Distribution-
ally Robust Optimization

Multistage mixed-integer distributionally robust optimiza-
tion (DRO) forms a class of extremely challenging prob-
lems. In this talk, new bounding criteria for this class of
difficult decision problems are provided through scenario
grouping using the ambiguity sets associated with vari-
ous commonly used φ-divergences and the Wasserstein dis-
tance. Our approach does not require any special problem
structure such as linearity, convexity, or stagewise inde-
pendence. Therefore, while we focus on multistage mixed-
integer DRO, the proposed bounds can be applied to a
wide range of DRO problems including two-stage and mul-
tistage, with or without integer variables, convex or non-
convex, and nested or non-nested formulations. We provide
conditions on how to choose the ambiguity sets’ radii of the
subgroup problems as well as the radius of the ambiguity
set to combine the optimal values of subgroup problems.
We also propose a way to dissect the scenario tree and com-
bine the subgroups in a nested fashion in the multistage set-
ting to guarantee lower bounds (LBs). Upper bounds are
calculated by fixing some decisions obtained through the
LBs, finding a feasible policy, and using the cost of that
policy. Numerical results on a multistage mixed-integer
production problem show the efficiency of the proposed
approach through different choices of partition strategies,
ambiguity sets, and levels of robustness.
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MS27

On the Sparsity of Optimal Linear Decision Rules
in Dynamic Robust Optimization

In this talk, we consider the widely-studied class of
production-inventory problems from the seminal work of
Ben-Tal et al. (2004) on linear decision rules in dynamic
robust optimization. We prove that there always exists an
optimal linear decision rule for this class of problems in
which the number of nonzero parameters in the linear de-
cision rule is equal to a small constant times the number
of parameters in a static decision rule. This result demon-
strates that the celebrated performance of linear decision
rules in such dynamic robust optimization problems can
be obtained without sacrificing the simplicity of static de-
cision rules. From a practical standpoint, our result lays a
theoretical foundation for the growing stream of literature
on harnessing sparsity to develop practicable algorithms
for computing optimal linear decision rules in operational

planning problems with many time periods.
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MS27

New Advances in Algorithms and Complexity
Analysis for Multistage Stochastic and Distribu-
tionally Robust Optimization

In this talk, we will present some recent advances in the
algorithm design and iteration complexity analysis of dual
dynamic programming (DDP) type algorithms for solv-
ing multistage stochastic and, more broadly, distribution-
ally robust optimization (MS-DRO) problems. In partic-
ular, we will present a phi-divergence based algorithmic
framework for obtaining exact cuts for multistage stochas-
tic mixed-integer nonlinear programs, and present the first
iteration complexity bounds that essentially characterize
the relation of the number of stages, the dimension of the
nodal problems, and the iteration complexity of DDP type
algorithms. We will also present two new variants of the
DDP algorithm for solving MS-DRO and the associated
complexity bounds. Finally, we will present comprehensive
computational experiments that compare the performance
of MS-DRO, robust optimization, and risk-averse stochas-
tic optimization.
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MS28

Sparse Optimization on Measures with over-
Parameterized Gradient Descent

Minimizing a convex function of a measure with a sparsity-
inducing penalty is a typical problem arising, e.g., in sparse
spikes deconvolution or two-layer neural networks training.
We show that this problem can be solved by discretizing
the measure and running non-convex gradient descent on
the positions and weights of the particles. For measures on
a d-dimensional manifold and under some non-degeneracy
assumptions, this leads to a global optimization algorithm
with a complexity scaling as log(1/�) in the desired accu-
racy �, instead of �−d for convex methods. The key theo-
retical tools are a local convergence analysis in Wasserstein
space and an analysis of a perturbed mirror descent in the
space of measures. Our bounds involve quantities that are
exponential in d which is unavoidable under our assump-
tions.
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Geometry of Linear Convolutional Networks

We study the family of functions that are represented by
a linear convolutional neural network (LCN). These func-
tions form a semi-algebraic subset of the set of linear maps
from input space to output space. In contrast, the families
of functions represented by fully-connected linear networks
form algebraic sets. We observe that the functions repre-
sented by LCNs can be identified with polynomials that
admit certain factorizations, and we use this perspective
to describe the impact of the network’s architecture on the
geometry of the resulting function space. We further study
the optimization of an objective function over an LCN,
analyzing critical points in function space and in parame-
ter space, and describing dynamical invariants for gradient
descent. Overall, our theory predicts that the optimized
parameters of an LCN will often correspond to repeated
filters across layers, or filters that can be decomposed as
repeated filters. We also conduct numerical and symbolic
experiments that illustrate our results and present an in-
depth analysis of the landscape for small architectures.
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MS28

On the Implicit Bias of Initialization Shape: Be-
yond Infinitesimal Mirror Descent

We propose a general framework for understanding the dy-
namics and implicit bias of gradient descent on a chosen
parametrization in the space of functions, relating it to
Riemannian Gradient Flow with a metric tensor specified
by the Tangent Kernel, which in turn might or might not
relate to Mirror Descent with respect to a particular po-
tential function.
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MS29

An Accelerated Method for Stochastic Optimiza-
tion with State-Dependent Noise

In this work, we present an adaptive stochastic gradient
extrapolation (ASGE) method for solving stochastic opti-
mization problems with state-dependent noise. We show
that ASGE can accelerate the vanilla stochastic approxi-
mation (SA) methods and achieve optimal convergence re-
garding the deterministic error (iteration complexity) for
both convex and strongly convex objective functions. We

establish convergence guarantees both in expectation and
with high probability. Moreover, we develop a multi-epoch
ASGE method for recovery of sparse solutions to stochas-
tic optimization problems with state-dependent noise, e.g.,
spare generalized linear regression.
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MS29

Maximizing Sum of Coupled Traces with Applica-
tions

This paper concerns maximizing the sum of coupled traces
of quadratic and linear matrix forms. The coupling comes
from requiring the matrix variables in the quadratic and
linear matrix forms packed together to have orthonormal
columns. At a maximum, the KKT condition becomes a
nonlinear polar decomposition (NPD) of a matrix-valued
function with dependency on the orthogonal polar factor.
An self-consistent-field (SCF) iteration, along with a local
optimal CG (LOCG) acceleration, are proposed to com-
pute the NPD. It is proved both methods are convergent
and the LOCG acceleration is extremely effective. As ap-
plications, we numerically demonstrated our methods on
the MAXBET subproblem and the MvPC subproblem,
both of which sit at the computational kernels of two multi-
view subspace learning models, respectively.
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MS29

Beyond Wasserstein DRO: Gradient Structures for
Distributionally Robust Optimization

The principles of robust machine learning (ML) under the
so-called distribution shift are far from clear. This shift
can be a consequence of causal confounding, unfairness
due to data biases, and adversarial attacks. In such cases,
recent optimizers adopt robustification strategies derived
from distributionally robust optimization (DRO). For ex-
ample, one of the most interesting directions of DRO is the
adoption of the optimal transport distance, the Wasser-
stein distance. While the Wasserstein DRO literature has
exploded, the actual robustness gained from DRO for ML
is often no better than existing regularization techniques.
To make matters worse, many state-of-the-art DRO meth-
ods based on optimal transport place severe limitations on
the learning models and scalability, making them inappli-
cable to modern ML tasks. In this talk, I will introduce
mathematical tools beyond the Wasserstein DRO using un-
balanced optimal transport and kernel geometry. I will also
discuss ML applications such as robust learning under dis-
tribution shift.
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MS30

Stochastic Variance Reduction for Variational In-
equality Methods

We propose stochastic variance reduced algorithms for
solving convex-concave saddle point problems, monotone
variational inequalities, and monotone inclusions. Our
framework applies to extragradient, forward-backward-
forward, and forward-reflected-backward methods both in
Euclidean and Bregman setups. All proposed methods con-
verge in the same setting as their deterministic counter-
parts and they either match or improve the best-known
complexities for solving structured min-max problems.
Our results reinforce the correspondence between variance
reduction in variational inequalities and minimization. We
also illustrate the improvements of our approach with nu-
merical evaluations on matrix games.
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MS30

Stochastic Differentially Private and Fair Learning
Via Min-Max Optimization

Machine learning models are increasingly used in high-
stakes decision-making systems. In such applications, a
major concern is that these models sometimes discrimi-
nate against certain demographic groups such as individu-
als with certain race, gender, or age. Another major con-
cern in these applications is the violation of the privacy of
users. While fair learning algorithms have been developed
to mitigate discrimination issues, these algorithms can still
leak sensitive information, such as individuals’ health or fi-
nancial records. Utilizing the notion of differential privacy
(DP), prior works aimed at developing algorithms that are
both private and fair. However, existing DP fair learn-
ing algorithms are either not guaranteed to converge or
require full batch of data in each iteration. In this pa-
per, we provide the first stochastic DP algorithm for fair
learning that is guaranteed to converge. Our framework
permits different fairness notions, including demographic
parity and equalized odds. In addition, our algorithm can
be applied to non-binary classification tasks with multiple
(non-binary) sensitive attributes. As a byproduct of our
convergence analysis, we provide the first utility guarantee
for a DP algorithm for solving nonconvex-strongly concave
min-max problems. Our numerical experiments show that
the proposed algorithm consistently offers significant per-
formance gains over the state-of-the-art baselines, and can
be applied to larger scale problems.
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MS30

A Primal-dual Method for Stochastic Saddle Point
Problems

In this talk, we consider a stochastic saddle point problem
where the objective function has a finite-sum and nonbi-
linear structure that commonly arises in various machine
learning problems, e.g., robust classification, kernel matrix
learning, and generative adversarial network. To contend
with the challenge of computing gradient, we develop a
stochastic variance-reduced accelerated primal-dual algo-
rithm. Furthermore, we were able to incorporate Bregman-
distance functions in the proximal step of the proposed
method which provides significant flexibility in the algo-
rithm and facilitates the proximal computation of impor-
tant instances of functions. Finally, we investigate the con-
vergence of the proposed method and provide the corre-
sponding complexity results.
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MS31

FeDXL: Provable Federated Learning for Deep X-
Risk Optimization

We tackle a novel federated learning (FL) problem for op-
timizing a family of X-risks, to which no existing FL al-
gorithms are applicable. In particular, the objective has
the form of Ez∼S1f(Ez′∼S2L(w; z, z�)), where two sets of
data S1, S2 are distributed over multiple machines, L(·) is a
pairwise loss that only depends on the prediction outputs of
the input data pairs (z, z�), and f(·) is possibly a non-linear
non-convex function. This problem has important appli-
cations in machine learning, e.g., AUROC maximization
with a pairwise loss, and partial AUROC maximization
with a compositional loss, etc. The challenges for design-
ing a FL algorithm lie at the non-decomposability of the
objective over multiple machines and the interdependency
between different machines. We propose two provable FL
algorithms (FeDXL) for handling linear and nonlinear f ,
respectively. To tackle the challenges, we decouple the
gradient’s components with two types namely active parts
and passive parts, where the active parts depend on local
data that can be computed with the local model and the
passive parts depend on other machines that are communi-
cated/computed based on historical models. We develop a
novel theoretical analysis to address the issue of latency of
passive parts and interdependency between the local gra-
dient estimators and the involved data. We establish both
iteration and communication complexities.
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MS31

Efficient First-Order Methods in Bilevel Optimiza-
tion

Many machine learning problems such as game theory,
meta-learning and hyperparameter optimization can be
formulated as a bilevel optimization problem. In this
talk, we first introduce a double-looped bilevel optimiza-
tion method based on Bregman distance. We show that
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this method achieves a lower computation complexity than
the best-known results in the deterministic case. After
that, we present a fully single-looped bilevel optimization
method that is in addition hessian-free. This method has
a lower iterative cost for a subclass of bilevel optimiza-
tion problems. We further analyze the theoretical conver-
gence rate of the proposed method and the complexity of
its stochastic variant.
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MS31

Bring Your Own Algorithm for Optimal Differen-
tially Private Stochastic Minimax Optimization

We study differentially private (DP) algorithms for smooth
stochastic minimax optimization, with stochastic mini-
mization as a byproduct. The holy grail of these settings
is to guarantee the optimal trade-off between the privacy
and the excess population loss, using an algorithm with
a linear time-complexity in the number of training sam-
ples. We provide a general framework for solving differen-
tially private stochastic minimax optimization (DP-SMO)
problems, which enables the practitioners to bring their
own base optimization algorithm and use it as a black-
box to obtain the near-optimal privacy-loss trade-off. Our
framework is inspired from the recently proposed Phased-
ERM method for nonsmooth differentially private stochas-
tic convex optimization (DP-SCO), which exploits the sta-
bility of the empirical risk minimization (ERM) for the
privacy guarantee. The flexibility of our approach en-
ables us to sidestep the requirement that the base algo-
rithm needs to have bounded sensitivity, and allows the
use of sophisticated variance-reduced accelerated meth-
ods to achieve near-linear time-complexity. To the best
of our knowledge, these are the first near-linear time al-
gorithms with near-optimal guarantees on the population
duality gap for smooth DP-SMO, when the objective is
(strongly-)convex(strongly-)concave. Additionally, based
on our flexible framework, we enrich the family of near-
linear time algorithms for smooth DP-SCO with the near-
optimal privacy-loss trade-off.
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MS32

Applying Modern Software Development Ap-
proaches to Accelerate Building An Optimization
Package in Industry

Design Explorer is the Boeing enterprise standard tool for
design space exploration and optimization. Developed over
the last 30 years, first as a FORTRAN/C/Perl tool, then

re-envisioned as a FORTRAN/C/C++ core tool exposed
as a Jython package or as a Java package. After moving
to make the main interface a Python package leveraging
the same core tool 2022 we decided to move to a Python
first approach, and replace compiled custom code with
Python packages, native code, or Python packages that
wrap FORTRAN code. We introduced modern software
development practices to the team, and have greatly ac-
celerated how quickly we can develop new capabilities and
deliver them to our internal customers at Boeing. We will
provide an overview of Design Explorer, review the tran-
sitions we made, and explain our use of modern software
development techniques: Usage of continuous integration
and continuous delivery tools (GitLab, PyLint, SonarCube,
Pytest, etc.) Strict adherence to Python coding standards,
static typing, unit tests, and documentation standards.
Code review of all new code submitted, with rapid merg-
ing and short cycles. Agile project management and single
source of data for reports. Leveraging these technologies
and approaches has significantly improved how fast we can
develop capabilities, and also improved the maintainabil-
ity of the code. Enforcing good documentation practices
throughout the code allows the automatic generation of
end user documentation.
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MS32

Recent Trends in Software for Optimization and
whats new in HiGHS

The field of software for optimization, including both
solvers and modelling systems, is currently very active.
New commercial optimization companies have been formed
in recent years, major new open-source software projects
have been created, and the development of new solvers for
specialised mathematical optimization problems continues.
This talk will present an overview of the state-of-the-art,
and then discuss recent developments in the HiGHS linear
optimization software project. Having established itself in
recent via world-leading open-source performance on LP
and MIP problems, HiGHS is currently developing a new
interior point (IPM) solver for large scale sparse LP and
convex QP problems. Although general in applicability,
this solver is aimed at bridging the gap in performance
between the current HiGHS IPM solver and commercial
solvers in the context of energy systems modelling. The
need for such a solver, and reasons for inferior performance
of the current HiGHS IPM solver, will be discussed. The
challenges of developing the new solver, as well as the fu-
ture developments in HiGHS that it will facilitate, will also
be outlined.
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OR-Tools MathOpt: Solver Independent Modeling
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for Mathematical Optimization at Google

OR-Tools MathOpt is a software library for algebraic mod-
eling of mathematical optimization problems. MathOpt
supports solver-independent modeling of a wide range of
optimization problems including continuous and mixed-
integer problems with linear or quadratic objectives and
various classes of constraints (including linear, quadratic,
second order cone and some specialized constraints). In
this talk, we describe various aspects of MathOpts design
and implementation including multi-language support (in-
cluding C++ and Python), support for solver-independent
callbacks and incremental solves, and precise contracts for
termination statuses and dual solutions. We illustrate
these topics through concrete use cases that consider both
performance and code simplicity.
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Wasserstein Distributionally Robust Regression in
High Dimensions: Performance Analysis and Opti-
mal Tuning of the Parameters

We propose a Wasserstein distributionally robust regres-
sion framework to estimate an unknown parameter from
noisy linear measurements, and we focus on the task of an-
alyzing the squared error performance of such estimators.
Our study is carried out in the modern high-dimensional
proportional regime, where both the ambient dimension
and the number of samples go to infinity, at a propor-
tional rate which encodes the under/over-parametrization
of the problem. Under an isotropic Gaussian features as-
sumption, we first show that the squared error can be pre-
cisely recovered as the solution of a convex-concave min-
imax problem which, surprinsingly, involves at most four
scalar variables. We then explain how the resulting mini-
max problem can be employed to efficiently and optimally
tune the ambiguity radius.
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MS33

Holistic Robust Data-Driven Decisions via Distri-
butionally Robust Optimization

We study precisely what are the sources of overfitting in
data-driven decision-making problems. The goal is to de-
fine formally what are the desired robustness properties
in algorithms and ultimately to develop robust algorithms
protecting against all these sources. We identify three over-
fitting sources naturally present in any dataset: (i) statis-
tical error, as a result of working with finite sample data,
(ii) noise, which occurs when the data points are measured
only with finite precision, and finally (iii) data misspecifi-

cation, in which a small fraction of all data may be wholly
corrupted. The last two sources can also be seen as nat-
ural causes of distribution shift. We show that existing
data-driven formulations, such as LASSO and Wasserstein
DRO, are typically robust against one of these sources in
isolation but do not provide holistic protection against all
overfitting sources simultaneously. We design a novel dis-
tributionally robust formulation, based on a combination
of Kullback-Leibler and Levy-Prokhorov ambiguity sets,
which does guarantee such holistic protection. We further
show that this novel formulation provides optimal robust-
ness. Our formulation can be applied to any loss func-
tion to provide robustness with minor computational cost.
We finally apply our formulation to neural networks and
show in experiments that the resulting novel robust neural
networks considerably outperform state-of-art robust deep
learning approaches.
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MS33

Differential Privacy via Distributionally Robust
Optimization

In recent years, differential privacy has emerged as the de
facto standard for sharing statistics of datasets while lim-
iting the disclosure of private information about the in-
volved individuals. This is achieved by randomly perturb-
ing the statistics to be published, which in turn leads to
a privacy-accuracy trade-off: larger perturbations provide
stronger privacy guarantees, but they result in less accu-
rate statistics that offer lower utility to the recipients. Of
particular interest are therefore optimal mechanisms that
provide the highest accuracy for a pre-selected level of pri-
vacy. To date, work in this area has focused on speci-
fying families of perturbations a priori and proving their
asymptotic and/or best-in-class optimality. We develop
the first class of mechanisms that enjoy non-asymptotic
and unconditional optimality guarantees. To this end, we
formulate the mechanism design problem as an infinite-
dimensional distributionally robust optimization problem.
We show that this problem affords a strong dual, and we
develop converging hierarchies of finite-dimensional upper
and lower bounding problems. Our upper bounds corre-
spond to implementable perturbations whose suboptimal-
ity can be bounded by our lower bounds. Both bounding
problems can be solved within seconds via cutting plane
techniques that exploit the inherent problem structure.
Our numerical experiments demonstrate that our pertur-
bations can outperform the previously best results from
the literature.
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Infeasibility Detection with Primal-Dual Hybrid
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Gradient for Large-Scale Linear Programming

In this talk, we consider the problem of detecting infeasi-
bility of large-scale linear programming problems using the
primal-dual hybrid gradient method (PDHG) of Chambolle
and Pock (2011). The literature on PDHG has mostly fo-
cused on settings where the problem is assumed to be fea-
sible. When the problem has no solution, the iterates of
the algorithm do not converge. In this scenario, we show
that the iterates diverge at a controlled rate towards a well-
defined ray. The direction of this ray is known as the in-
fimal displacement vector. The first contribution of our
work is to prove that this vector recovers certificates of
primal and dual infeasibility whenever they exist. Based
on this fact, we propose a simple way to extract approxi-
mate infeasibility certificates from sequences generated by
the iterates of PDHG. Our second contribution is to estab-
lish tight convergence rates for these sequences. We prove a
convergence rate of O(k−1), improving over the known rate

of O(k−1/2). This rate is general and applies to any fixed-
point iteration of a nonexpansive operator. Thus, it is a
result of independent interest since it covers a broad family
of algorithms, including, for example, ADMM. Further, we
show that, under non-degeneracy assumptions, one of these
sequences exhibits eventual linear convergence. Numerical
experiments support our theoretical findings.
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MS34

An Operator Perspective on PDHG, with Applica-
tion to Quadratic Programming

Recently, Applegate et al. have investigated how the
primal-dual hybrid gradient (PDHG) method of Chambolle
and Pock behaves on infeasible or unbounded instances of
linear programming. In particular, they prove that under
some assumptions, the method yields a certificate of pri-
mal or dual infeasibility that is the minimum-norm point
in the fixed-point set of an operator in a certain weighted
norm. We provide an alternative point of view on their
result, which leads us to a generalization of their results
to quadratic programming. If time permits, we will also
discuss extensions to other conic problems.
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MS34

Filling Nonzero Duality Gaps in SDP by Way of
Perturbation: Hidden Continuity Behind Nonzero
Duality Gaps in SDP

Let us consider a primal-dual pair (P) and (D) of SDP,
and assume that both of them are either weakly feasible
or weakly infeasible. Then there might be nonzero duality
gap between (P) and (D). On the other hand, there exists
arbitrary small perturbation on both (P) and (D) which
would make perturbed primal and dual strongly feasible
so that they have a common optimal value, zeroing the
duality gap. Thus, perturbation analysis of the optimal
value function under the existence of a nonzero duality
gap in SDP is a challenging subject. Recently, we tack-
led this problem without making any restrictive assump-
tion. Consider perturbation adding matrices proportional
to identity matrices in (P) and (D) to make them strongly
feasible, and denote by v the optimal value of the per-
turbed problem. By using the Tarski-Seidenberg Theorem
of real algebraic geometry, we proved that the directional
limit vlim of v exists when perturbation is reduced to zero
along a line keeping the ratio of primal and dual pertur-
bation constant. Furthermore, it was shown that vlim is a
monotone decreasing function of the direction of approach
(parametrized by an angle between zero and pi/2) whose
value ranges from the optimal value of (P) (at angle=0)
down to that of (D) (at angle=pi/2). We also proved that
vlim is continuous except for the both end, angle=0 and
pi/2. In this talk, we review the main results developed
so far, and discuss conditions where continuity holds at
angle=0 and pi/2.
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MS35

A Descent Algorithm for the Optimal Control of
ReLU Neural Network Informed PDEs Based on
Approximate Directional Derivatives

We propose and analyze a numerical algorithm for solving
a class of optimal control problems for learning-informed
semilinear partial differential equations. The latter is a
class of PDEs with constituents that are in principle un-
known and are approximated by nonsmooth ReLU neural
networks. We first show that a direct smoothing of the
ReLU network with the aim to make use of classical numer-
ical solvers can have certain disadvantages. This motivates
us to devise a numerical algorithm that treats directly the
nonsmooth optimal control problem, by employing a de-
scent algorithm inspired by a bundle-free method. Several
numerical examples are provided and the efficiency of the
algorithm is shown.
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MS35

New Newton Differentiability Results for Opera-
tors Arising in PDE-Constrained Optimization In-
volving Nonsmoothness or Uncertainties

The efficient treatment of PDE-constrained problems in-
volving inequalities or nonsmoothness often relies on gen-
eralized differentiability concepts such as Bouligand differ-
entiability or Newton differentiability. We analyze these
properties for convex functions in normed spaces and re-
late them to the norm upper semicontinuity of the sub-
differential. We also discuss the Newton differentiability
of operators of the form F (x)(p) := f(x, p) under suitable
conditions on f . Operators of this type have applications
in the context of PDE constrained optimization under un-
certainty and also for other problem classes connected to
PDE constraints. Part of this is joint work with Martin
Brokate.
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Convergence Rate Analysis of the Gradient
Descent-Ascent Method for Convex-Concave
Saddle-Point Problems

In this talk, I present our study on the gradient descent-
ascent method for convex-concave saddle-point problems.
We derive a new non-asymptotic global convergence rate in
terms of distance to the solution set by using the semidefi-
nite programming performance estimation method. The
given convergence rate incorporates most parameters of
the problem, and it is exact for a large class of strongly
convex-strongly concave saddle-point problems for one it-
eration. We also investigate the algorithm without strong
convexity, and we provide some necessary and sufficient
conditions under which the gradient descent-ascent enjoys
linear convergence.
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Worst-Case Performance of Block Coordinate De-
scent Algorithms on Coordinate-Wise Smooth
Convex Functions

We propose a unifying framework for the automated
computer-assisted worst-case analysis of block coordinate
descent algorithms for smooth unconstrained convex op-
timization. We first derive necessary interpolation condi-
tions for the class of functions with coordinate-wise Lips-

chitz gradients. Those allow us to write Performance Es-
timation Problems (PEP) to compute worst-case bounds
for several algorithms including cyclic coordinate descent
(for various step sizes) and alternating minimization. We
obtain sublinear rates for both algorithms that improve ex-
isting worst-case bounds, in some cases by a large constant
factor. We demonstrate the flexibility of our approach by
providing bounds that hold for simpler and more natural
assumptions than those usually encountered in the litera-
ture. Finally, we provide numerical evidence for the fact
that a standard scheme that provably accelerates random
coordinate descent to a O(1/k2) complexity is actually in-
efficient when used in a (deterministic) cyclic algorithm.
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MS36

Non-Nesterov Acceleration Methods in First-
Order Optimization

Since the pioneering work of Nesterov on accelerated gradi-
ent methods, finding efficient and optimal first-order meth-
ods has been the focus of the study of large-scale optimiza-
tion. Recently, renewed vitality was injected into this clas-
sical line of research through the emergence of computer-
assisted proof methodologies. In this talk, we first present
recent advances in accelerated first-order optimization al-
gorithms, focusing on the new non-Nesterov acceleration
mechanisms. We then present the performance estima-
tion problem (PEP) methodology, the essential computer-
assisted tool for discovering the new acceleration mecha-
nisms. Finally, we conclude by presenting the Branch-and-
Bound Performance Estimation Programming (BnB-PEP),
which significantly advances the computer-assisted proof
methodology.
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Physics-Based Machine Learning with Differen-
tiable Solvers

Modeling the differential equations governing physical sys-
tems is a central aspect of many science and engineering
tasks. These governing equations are derived from first-
principles, and correspond to the laws of physics. Recently,
neural network methods have shown some promise in solv-
ing differential equations through adding the underlying
governing equations as a soft constraint to the loss function.
However, such approaches only approximately enforce the
constraints on a physical system. I will first discuss the
challenges associated with such an approach. I will then
discuss how we overcome these challenges by developing a
neural network architecture that incorporates differential
equation constrained optimization, which outputs solutions
that verify the desired physical constraints exactly over a
given spatial and/or temporal domain. I will show that
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this architecture allows us to accurately and efficiently fit
solutions to new problems, and demonstrate this on fluid
flow and transport phenomena problems.
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Accelerated Primal-Dual Scheme for a Class of
Stochastic Nonconvex-Concave Saddle Point Prob-
lems

Stochastic nonconvex-concave min-max saddle point prob-
lems appear in many machine learning and control prob-
lems including distributionally robust optimization, gen-
erative adversarial networks, and adversarial learning. In
this talk, we consider a class of nonconvex-concave saddle
point problems and we propose a novel single-loop accel-
erated primal-dual algorithm with a convergence guaran-
tee. We demonstrate that the proposed method provides
an improvement on the oracle complexity under certain as-
sumptions. To validate our theoretical findings, we provide
some preliminary numerical experiments.
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Data-Driven Minimax Optimization with Expecta-
tion Constraints

Attention to data-driven optimization approaches, includ-
ing the well-known stochastic gradient descent method, has
grown significantly over recent decades, but data-driven
constraints have rarely been studied, because of the com-
putational challenges of projections onto the feasible set de-
fined by these hard constraints. In this paper, we focus on
the non-smooth convex-concave stochastic minimax regime
and formulate the data-driven constraints as expectation
constraints. The minimax expectation constrained prob-
lem subsumes a broad class of real-world applications, in-
cluding two-player zero-sum game and data-driven robust
optimization. We propose a class of efficient primal-dual
algorithms to tackle the minimax expectation-constrained
problem, and show that our algorithms converge at the
optimal rate of O(1/

√
N). We demonstrate the practical

efficiency of our algorithms by conducting numerical ex-
periments on large-scale real-world applications.

Shuogang Yang
Hong Kong University of Science and Technology
yangsg@ust.hk

Xudong Li
Fudan University
lixudong@fudan.edu.cn

Guanghui Lan
Georgia Institute of Technology
george.lan@isye.gatech.edu

MS38

Escape from the Limit Cycle for Nonconvex-
Nonconcave Minimax Optimization

Nonconvex-nonconcave minimax optimization has been the

focus of intense research over the last decade due to its
broad applications in machine learning and operation re-
search. Unfortunately, most existing algorithms cannot
be guaranteed to converge and always suffer from limit
cycles. In this paper, we develop a provably convergent
single-loop algorithm called doubly smoothed gradient de-
scent ascent method, which gets rid of the limit cycle
for constrained problems under the one-sided Kurdyka-
Lojasiewicz condition. We further show that with KL ex-
ponent θ ∈ (0, 1), the algorithm has an iteration complexity

of O(�−2max{2θ,1}) for finding a game stationary point. For
general nonconvex-concave and convex-nonconcave prob-
lems, our algorithm converges to a game stationary point
with an iteration complexity of O(�−4), which matches the
best iteration complexity of single-loop algorithms under
these settings. To the best of our knowledge, this is the
first time that a simple and unified single-loop algorithm
is proposed for solving nonconvex-nonconcave, nonconvex-
concave, and convex-nonconcave problems. Our numerical
results show that the proposed algorithm is efficient and
can escape limit cycles when applied to some classical and
challenging nonconvex-nonconcave examples.
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MS39

Infinite-Dimensional Moment-SOS Hierarchy for
Nonlinear PDEs

We formulate a class of nonlinear partial differential equa-
tions (PDEs) as linear optimization problems on moments
of positive measures supported on infinite-dimensional
vector spaces. Using sums of squares (SOS) repre-
sentations of polynomials in the space of distributions,
we can prove convergence of a hierarchy of semidefinite
finite-dimensional truncations solving approximately these
infinite-dimensional optimization problems. As an illustra-
tion, we report on numerical experiments for solving the
heat equation subject to a nonlinear perturbation.
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MS39

Generalized Semi-Infinite Programming Problems

We talk about Generalized Semi-Infinite Programming
(GSIP) problems, which are given by polynomial functions.
We propose Moment-SOS relaxations and polynomial ex-
tensions to solve GSIPs. The classical Semi-Infinite Pro-
gramming (SIP) problem can also be solved as a special
case of GSIPs. Numerical experiments are presented to
demonstrate the efficiency of the proposed method.

Xiaomeng Hu, Jiawang Nie
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MS39

Combined Approach with Second-Order Optimal-
ity Conditions for Bilevel Programming Problems

In this work, we propose a combined approach with second-
order optimality conditions of the lower level problem to
study constraint qualifications and optimality conditions
for bilevel programming problems. The new method is in-
spired by the combined approach developed by Ye and Zhu
in 2010, where the authors combined the classical first-
order and the value function approaches to derive new
necessary optimality conditions. In our approach, we add
a second-order optimality condition to the combined pro-
gram as a new constraint. We show that when all known
approaches fail, adding the second-order optimality condi-
tion as a constraint makes the corresponding partial calm-
ness condition and the resulting necessary optimality con-
dition easier to hold. We also give some discussions on
advantages and disadvantages of the combined approaches
with the first-order and the second-order information.
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MS40

Partially Observable RL with B-Stability: Unified
Structural Condition and Sharp Sample-Efficient
Algorithms

Partial Observability, where agents can only observe partial
information about the true underlying state of the system,
is ubiquitous in real-world applications of Reinforcement
Learning (RL). Theoretically, learning a near-optimal pol-
icy under partial observability is known to be hard in the
worst case due to an exponential sample complexity lower
bound. While recent work has identified several tractable
subclasses that are learnable with polynomial samples, a

more unified understanding of when such sample-efficient
learning is possible is still lacking, and the existing rates
for the known tractable subclasses are far from sharp. In
this talk, we will present our recent advances in Partially
Observable RL in both aspects above, in the general set-
ting of Predictive State Representations (PSRs). First,
we propose a natural and unified structural condition for
PSRs called B-stability. B-stable PSRs encompasses the
vast majority of known tractable subclasses such as weakly
revealing POMDPs, low-rank future-sufficient POMDPs,
decodable POMDPs, and regular PSRs. Next, we show
that any B-stable PSR can be learned with polynomial
samples in relevant problem parameters. When instanti-
ated in the aforementioned subclasses, our sample com-
plexities improve substantially over the current best ones.
Finally, we will also present new information-theoretic
lower bounds for learning in revealing POMDPs—a widely-
studied tractable subclass of POMDPs, which admit a mild
gap from the upper bounds obtained by our algorithms,
providing a solid starting point for future studies.
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MS40

Faster Last-Iterate Convergence of Policy Opti-
mization in Zero-Sum Markov Games

Multi-Agent Reinforcement Learning (MARL) – where
multiple agents learn to interact in a shared dynamic en-
vironment – permeates across a wide range of critical ap-
plications. While there has been substantial progress on
understanding the global convergence of policy optimiza-
tion methods in single-agent RL, designing and analysis
of efficient policy optimization algorithms in the MARL
setting present significant challenges, which unfortunately,
remain highly inadequately addressed by existing the-
ory. In this paper, we focus on the most basic setting
of competitive multi-agent RL, namely two-player zero-
sum Markov games, and study equilibrium finding algo-
rithms in both the infinite-horizon discounted setting and
the finite-horizon episodic setting. We propose a single-
loop policy optimization method with symmetric updates
from both agents, where the policy is updated via the
entropy-regularized optimistic multiplicative weights up-
date (OMWU)method and the value is updated on a slower
timescale. We show that, in the full-information tabular
setting, the proposed method achieves a finite-time last-
iterate linear convergence to the quantal response equilib-
rium of the regularized problem, which translates to a sub-
linear last-iterate convergence to the Nash equilibrium by
controlling the amount of regularization. Our convergence
results improve upon the best known iteration complex-
ities, and lead to a better understanding of policy opti-
mization in competitive Markov games.

Shicong Cen
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MS40

Policy Optimization in Adversarial MDPs: Im-
proved Exploration Via Dilated Bonuses

Policy optimization is a widely-used method in reinforce-
ment learning. Due to its local-search nature, however,
theoretical guarantees on global optimality often rely on ex-
tra assumptions on the Markov Decision Processes (MDPs)
that bypass the challenge of global exploration. To elim-
inate the need of such assumptions, in this work, we de-
velop a general solution that adds dilated bonuses to the
policy update to facilitate global exploration. To showcase
the power and generality of this technique, we apply it to
several episodic MDP settings with adversarial losses and
bandit feedback, improving and generalizing the state-of-

the-art. Specifically, in the tabular case, we obtain Õ(
√
T )

regret where T is the number of episodes, improving the

Õ(T 2/3) regret bound by Shani et al. (2020). When the
number of states is infinite, under the assumption that the
state-action values are linear in some low-dimensional fea-
tures, we obtain Õ(

√
T ) regret with the help of a simu-

lator and a magnitude-reduced loss estimator, improving

the Õ(T 2/3) regret of Neu and Olkhovskaya (2020) as well
as removing the need of an exploratory policy that their
algorithm requires. When a simulator is unavailable, we

further consider a linear MDP setting and obtain Õ(T 8/9)
regret.
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MS41

Demand Balanced Hub Location

We formulate a new clustering problem of allocating de-
mand and supply nodes to facilities so that the amount
of supply and demand assigned to a facility are balanced.
The resulting clustering problem is an interesting gener-
alization of uncapacitated facility location and minimum
cost bipartite matching, and permits interesting algorith-
mic approaches which we describe.
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MS41

Designing Scalable Ecommerce Transportation
Networks

Omnichannel retail today requires fulfillment of customer
orders through a transportation network that is both low-
cost and fast. In addition, to provide access to the retailer’s
entire selection (which may include third parties selling
through the retailer’s marketplace), the network needs to
connect thousands of nodes to end customers, on a conti-
nental scale, using large fleets of vehicles. Designing and
optimizing such a transportation network presents an al-
gorithmic challenge, because simple solutions (such as a
straightforward mixed-integer program) are not scalable.
We solve this overall problem through a combination of
techniques: decomposing into different pieces which are
loosely coupled, reducing the search space by removing de-
cision variable choices that do not make business sense,

and accepting different optimality tolerances for different
business decisions.
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MS41

Generating Data-Driven Uncertainty Sets for Ro-
bust Optimization for Large Scale Network Design

In practice, large-scale network design problems typically
solve deterministic mixed integer programming models.
However, although the resulting scenario is optimal for the
deterministic scenario, it may result in poor performance
under other scenarios. In this talk, we address two impor-
tant questions. First, how can we utilize historical data
to uncover correlation patterns in origin-destination flows?
Addressing this question allow us to define data-driven un-
certainty sets for possible scenarios. Second, how can we
use the uncertainty set to model and solve a robust network
design optimization model? The objective of our work is
to design network structures (e.g., path consolidation) that
are robust to realistic origin-destination flow variability.

Joline Uichanco
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MS42

A Spectral Conjugate Subgradient Method

The spectral subgradient method is used to solve nons-
mooth unconstrained optimization problems. It combines
a nonmonotone linesearch and the classical subgradient ap-
proach using the spectral step length, which does not re-
quire any previous knowledge of the optimal value. We fo-
cus on the interesting case in which the objective function is
convex and continuously differentiable almost everywhere,
and it is often non-differentiable at minimizers. We present
a modification of the original spectral subgradient method
by adapting a conjugate direction with different choices for
the beta parameter. We use performance profiles to com-
pare the performance of the different betas, including beta
zero, to represent the original spectral subgradient method.

Milagros Loreto
Division of Engineering and Mathematics, School of
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MS42

Bregman Proximal DC Algorithms and Their Ap-
plication to Blind Deconvolution with Nonsmooth
Regularization

Nonconvex optimization problems are known to be difficult
to obtain their global or local optimal solution. Besides, it
is even challenging to quickly obtain stationary points. In
this presentation, we propose efficient algorithms to obtain
them for nonconvex optimization problems. For dealing
with nonconvex optimization problems, a difference of con-
vex functions (DC) structure has been attractive. Exploit-
ing DC structure for nonconvex optimization problems, we
propose the Bregman proximal DC algorithm (BPDCA)
and the BPDCA with extrapolation (BPDCAe). These al-
gorithms converge to a limiting stationary point under the
L-smooth adaptable (L-smad) property, which is a gener-
alization of L-smoothness. For applications, we consider
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blind deconvolution. Blind deconvolution is a technique to
recover an original signal without knowing a convolving fil-
ter. It is naturally formulated as a minimization of a quar-
tic objective function under some assumption. Because
its differentiable part is not L-smooth, existing first-order
methods are not theoretically supported. In this presenta-
tion, we reformulate the objective function as a difference
of convex (DC) functions and add nonsmooth regulariza-
tion. Then, we apply our proposed algorithms, BPDCA
and BPDCAe. BPDCAe outperformed other existing al-
gorithms in image deburring applications.

Shota Takahashi
The University of Tokyo
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MS43

Accelerating Benders decomposition for solving a
sequence of sample average approximation prob-
lems

Sample average approximation (SAA) is a technique to get
good approximate solutions to stochastic programs (SP).
When applying SAA, it is often useful to solve multiple
SAA problems to obtain a confidence interval on the true
optimal value of the SP and also get a better solution. We
study techniques to accelerate the solution of this sequence
of SAA problems, when solving them via Benders decom-
position. We exploit similarities in the problem structure,
as the problems just differ in the realizations of the random
samples. Our extensive computational experiments of large
scale problems provide empirical evidence of the improved
efficiency of our algorithm. In addition, we also present
theoretical results that provide insight into the algorithm’s
performance.

Harshit Kothari, James Luedtke
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MS43

Piecewise Linear Decision Rules Via Adaptive Par-
tition for Two Stage Stochastic Mixed Integer Lin-
ear Programs

Two-stage stochastic mixed-integer linear programming
(TS-SMILP) is a very challenging class of problems, espe-
cially for problems with mixed-integer second-stage vari-
ables. In this presentation, we propose an algorithm based
on piecewise linear decision rules for TS-SMILP with con-
tinuous distributions. The domain of the uncertainty pa-
rameter is partitioned into several subsets. In each subset,
the second stage continuous variables adopt a linear deci-
sion rule with respect to the uncertain parameters and the
second-stage binary variables are constant. Several theo-
retical properties are proved. First, we prove that there ex-
ists a piecewise decision rule that is optimal for TS-SMILP.
Second, under uniform partition, the convergence rate of
the piecewise decision rule is proved and compared with
the convergence rate of sample average approximation. In
the proposed algorithm, the partition of the uncertainty set
is adaptively updated. Several adaptive partition schemes
including uniform partition, strong partition, and reliabil-
ity partition, are proposed. The proposed algorithms are
applied to an energy storage problem under demand and
renewable output uncertainty. Numerical experiments sug-
gest that the proposed algorithms have superior computa-
tional performance compared with sample average approx-
imation in problems with low-dimension uncertain param-

eters.
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MS43

Lagrangian Dual Decision Rules for Stochastic Pro-
grams with Decision-Dependent Uncertainty

We study the stochastic mixed integer programming with
endogenous uncertainty. We build a new class of facility
location problem with an extra stage at the beginning with
binary probing decision that can determine the realization
time of uncertainty in the model, whether in the second
stage or in the third stage. We implement dual decompo-
sition to relax the non-antipacivity constraints and enable
parallel computation. To solve larger instances, we propose
a new method called Lagrangian dual decision rule to find
a linear combination of basis function as the Lagrangian
multiplier, which can significantly reduce the search space.

Zhichao Ma
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MS44

Hybrid Classical-Quantum Algorithms for Mixed-
Integer Optimization

In a recent paper [arXiv:2207.13630], the authors proposed
a hybrid copositive cutting-plane algorithm that leverages
heuristic Ising solvers to solve mixed-binary quadratic pro-
grams (MBQPs) to global optimality. The approach relies
on an exact reformulation of such MBQPs as copositive
programs. Despite being convex, these programs are gen-
erally intractable since checking copositivity of a matrix is
co-NP-complete. We exploit the synergy between checking
copositivity, which can be posed as a continuous quadratic
minimization problem solved classically, and Ising prob-
lems to design a hybrid approach. Ising solvers are re-
sponsible for checking the feasibility (i.e., the “hard part”)
of the copositive program, while the classical computer
directs the search towards efficiently reducing the search
space. The proposed algorithm does not rely on finding the
true ground state of each Ising problem. Instead, it can tol-
erate inexact solutions, even in the absence of guarantees
on the optimality gap. Furthermore, we provide analy-
sis showing that the complexity of the algorithm’s portion
handled classically has polynomial scaling, suggesting that
when applied to NP-hard problems, the solution’s com-
plexity is shifted onto the subroutine handled by the Ising
solver. In summary, the hybrid copositive cutting-plane al-
gorithm promises to offer resilience to the heuristic nature
of novel and potentially quantum Ising solvers while taking
advantage of any speed-up they may offer.
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MS45

An Objective-Function-Free Optimization regular-
ization algorithm with optimal complexity rates

An adaptive regularization algorithm for unconstrained
nonconvex optimization is presented in which the objective
function is never evaluated, but only derivatives are used.
This algorithm belongs to the class of adaptive regular-
ization methods, for which optimal worst-case complexity
results are known for the standard framework where the ob-
jective function is evaluated. It is shown in this paper that
these excellent complexity bounds are also valid for the new
algorithm, despite the fact that significantly less informa-
tion is used. In particular, it is shown that, if derivatives
of degree one to p are used, the algorithm will find an �1-

approximate first-order minimizer in at most O(�
−(p+1)/p
1 )

iterations, and an (�1, �2)-approximate second-order min-

imizer in at most O(max(�
−(p+1)/p
1 , �

−(p+1)/(p−1)
2 )) itera-

tions. As a special case, the new algorithm using first and
second derivatives, when applied to functions with Lips-
chitz continuous Hessian, will find an iterate xk at which

the gradient’s norm is less than �1 in at most O(�
−3/2
1 )

iterations.
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MS45

Principles of Noisy Nonlinear Optimization

Highly successful methods have been developed in the last
few decades for the solution of deterministic optimization
problems. It is natural to ask whether these methods
need to be drastically redesigned to be robust to noise,
or whether relatively small changes suffice. We argue that
one can preserve the main underlying properties of non-
linear optimization methods and create robust variants by
following three design principles that we discuss in detail.
We test the resulting algorithms on constrained and un-
constrained optimization problems.
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An Augmented Lagrangian Method for Con-
strained Stochastic Optimization

We develop an Augmented Lagrangian based method for
constrained stochastic optimization and derive a worst
case complexity analysis. Computational experiments with
other recently proposed algorithms are presented.
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MS46

A First Order Primal-Dual Method for Solving
Constrained Variational Inequalities

Solving for equilibria is a large problem class that has
considerable potential for impactful applications ranging
from robustifications of standard minimization, GANs, and
multi-agent reinforcement learning, to economics, social or
market dynamics, and finance. Furthermore, often we have
constraints imposed on the decision variables, such as fixed
or limited resources or ensuring that the solution belongs
to the probability simplex, for example. Variational In-
equalities (VIs) are a tool to formalize such general prob-
lems. Motivated by the lack of a first-order method to solve
constrained VI (cVI) problems with general constraints,
we propose a framework that combines (i) interior-point
methods (IPMs)—to handle general constraints—with (ii)
a primal-dual approach known as the alternating direction
method of multipliers (ADMM) method, so as to avoid
the Newton step of classical interior-point methods. Using
this approach, we derive ”ACVI”—a first-order ADMM-
based interior point method for cVIs. We show that ACVI
converges when only assuming that the associated opera-
tor is monotone—and not necessarily L-Lipschitz—with a
rate that matches the known lower bound for this problem
class. Furthermore, when the sub-problems of ACVI are
solved approximately, we show that by using a standard
warm-start technique the convergence rate stays the same,
provided that the errors decrease at appropriate rates.
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MS46

Survey Descent: A Multipoint Generalization of
Gradient Descent for Nonsmooth Optimization

For strongly convex objectives that are smooth, the clas-
sical theory of gradient descent ensures linear convergence
relative to the number of gradient evaluations. An analo-
gous nonsmooth theory is challenging. Even when the ob-
jective is smooth at every iterate, the corresponding local
models are unstable and the number of cutting planes in-
voked by traditional remedies is difficult to bound, leading
to convergences guarantees that are sublinear relative to
the cumulative number of gradient evaluations. We instead
propose a multipoint generalization of the gradient descent
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iteration for local optimization. While designed with gen-
eral objectives in mind, we are motivated by a “max-of-
smooth’ model that captures the subdifferential dimension
at optimality. We prove linear convergence when the ob-
jective is itself max-of-smooth, and experiments suggest a
more general phenomenon.
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MS46

An Online Convex Optimization Framework for
Convex Bilevel Optimization

We propose a new framework for solving the convex bilevel
optimization problem, where one optimizes a convex objec-
tive over the optimal solutions of another convex optimiza-
tion problem. As a key step of our framework, show that
the convex bilevel optimization problem can be solved via
an online convex optimization (OCO) problem in which the
objective function remains fixed while the domain changes
over time. We develop two OCO algorithms that work
under different assumptions and provide their theoretical
convergence rates. Our first algorithm works under mini-
mal convexity assumptions, while our second algorithm is
equipped to exploit structural information on the objective
function, including smoothness, lack of first-order smooth-
ness, and strong convexity. In the context of convex bilevel
optimization, our results lead to rates of convergence in
terms of both inner and outer objective functions simulta-
neously, and in particular without assuming strong convex-
ity in the outer objective function. Specifically, after T it-
erations, our first algorithm achieves O(T−1/3) error bound

in both levels, and this is further improved to O(T−1/2) by
our second algorithm. We illustrate the numerical efficacy
of our algorithms on standard linear inverse problems and
a large-scale text classification problem.
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MS47

Variance Reduction and Low Sample Complexity in
Stochastic Optimization via Proximal Point Meth-
ods

This paper studies novel variance reduction techniques
in stochastic convex composite optimization via proximal
point methods. It further applies those techniques to ob-
tain improved sample complexity in high probability re-
sults without assuming the standard light-tail conditions.

The paper develops both accelerated and unaccelerated
proximal points methods. Another interesting result of
the paper is that it establishes the iteration complexity
of Nesterovs acceleration method with a restart in the de-
terministic setting.
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Gauges and Accelerated Optimization over Smooth
And/or Strongly Convex Sets

In this talk, we will present feasibility and constrained op-
timization problems defined over smooth and/or strongly
convex sets. These notions mirror their popular function
counterparts but are much less explored. In these settings,
we propose new scalable, projection-free, accelerated first-
order methods. Unlike splitting methods or classic pro-
jected methods, we do not require orthogonal projections,
only using cheap one-dimensional linesearches and normal
vector computations. Despite this, we derive the acceler-
ated convergence guarantees of O(1/T ) for strongly con-
vex sets, O(1/T 2) for smooth sets, and accelerated linear
convergence given both. Our algorithms and analysis are
based on novel characterizations of the Minkowski gauge
of smooth and/or strongly convex sets, which may be of
independent interest.

Ning Liu
Johns Hopkins University
nliu15@jhu.edu

Benjamin D. Grimmer
Cornell University
grimmer@jhu.edu

MS48

When Global Optimization Meet Clustering: Chal-
lenges and Opportunities

Clustering is a fundamental unsupervised machine learn-
ing task that plays a vital role in various fields of applica-
tions. In this talk, we concentrate on three fundamental
centroid-based clustering problems: k-means, k-medoids,
and k-center clustering problems. Although many heuris-
tic algorithms are developed for these tasks, none of these
algorithms can guarantee a global optimal solution. This
work provides a practical global optimization algorithm for
these tasks based on a reduced-space spatial branch and
bound scheme. This algorithm can guarantee convergence
to the global optimum by only branching on the centers of
clusters, which is independent of the datasets cardinality.
Notably, our algorithm can address datasets with millions
of samples (i.e., 1000 times larger than the state-of-the-
art methods in the literature). Compared with heuristic
methods, the global optima obtained by our algorithm can
reduce the objective function on average by 35% for k-
center clustering, but only 1% for k-means and k-medoids
clustering.
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A Simple Algorithm for Online Decision Making

Motivated by recent progress on online linear program-
ming (OLP), we study the online decision making problem
(ODMP) as a natural generalization of OLP. In ODMP,
there exists a single decision maker who makes a series
of decisions spread out over a total of T time stages. At
each time stage, the decision maker makes a decision based
on information obtained up to that point without seeing
into the future. The task of the decision maker is to
maximize the accumulated reward while overall meeting
some predetermined m-dimensional long-term goal (link-
ing) constraints. ODMP significantly broadens the mod-
eling framework of OLP by allowing more general feasible
regions (for local and goal constraints) potentially involv-
ing both discreteness and nonlinearity in each local decision
making problem. We propose a Fenchel dual-based online
algorithm for ODMP. At each time stage, the proposed
algorithm requires solving a potentially nonconvex opti-
mization problem over the local feasible set and a convex
optimization problem over the goal set. Under the uniform
random permutation model, we show that our algorithm
achieves O(

√
mT ) constraint violation deterministically in

meeting the long-term goals, and O(
√
m logm

√
T ) com-

petitive difference in expected reward with respect to the
optimal offline decisions. We also extend our results to the
grouped random permutation model.
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MS48

Two-Sided Assortment Optimization with Simulta-
neous and Sequential Matches

We study the two-sided assortment problem recently in-
troduced by Rios et al. (2021). A platform must choose
an assortment of profiles to show each user on each side
of the market in each period. Users can either like/dislike
as many profiles as they want, and a match occurs if two
users see and like each other, potentially in different pe-
riods. The platform’s goal is to maximize the expected
number of matches generated. Given the complexity of
the problem, we focus on the one look-ahead version of the
problem (i.e., two periods), and we provide algorithms and
performance guarantees for different variants of the prob-
lem. Finally, we test the performance of our methods using
data from our industry partner (a dating app in the US).
We numerically show that allowing simultaneous matches
leads to a higher number of matches, but the improvement

is small relative to the case with sequential matches.
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MS49

Asymptotically Tight Conic Approximations of
Two-Sided Chance Constraints under Gaussian
Mixture Distribution

In this talk, we present an efficient second-order cone pro-
gramming (SOCP) approximation of the two-sided chance
constraints (TCCs) under Gaussian Mixture (GM) distri-
bution via a piecewise linear (PWL) approximation. Com-
pared to the conventional normality assumption for fore-
cast errors, the GM distribution adds an extra level of ac-
curacy representing the uncertainties. Moreover, we show
that our SOCP formulation has adjustable rates of accu-
racy and its optimal value enjoys asymptotic convergence
properties. Furthermore, an algorithm is proposed to speed
up the solution procedure by optimally selecting the PWL
segments. Finally, we demonstrate the effectiveness of our
proposed approaches through a numerical study of AC op-
timal power flow problems.
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MS49

Probability Quantification and Optimization with
Chance-Constraints for Network Routing

We develop techniques to estimate probability of events
where the optimal value of a convex program exceeds a
given threshold. We leverage recent advances to approxi-
mately compute the probability that binary random vari-
ables from Bernoulli distributions belong to a specially-
structured union of sets. We apply our techniques to the
network reliability problem, which quantifies the proba-
bility of failure scenarios that cause network utilization to
exceed one. We provide preliminary computational evalua-
tion that shows that these techniques significantly improve
the quality of bound.
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Also-X#: Convex Approximations for Distribu-
tionally Robust Chance Constrained Programs

This paper proposes a new algorithm, ”ALSO-X#,” for
solving distributionally robust chance constrained pro-
grams (DRCCPs). We show that when ALSO-X# admits
a unique optimal solution, ALSO-X# always outperforms
ALSO-X, where the latter is recently proven to outper-
form the conditional value-at-risk (CVaR) approximation
of a regular chance constrained program (Jiang and Xie,
2022). We also show that ALSO-X# can deliver an opti-
mal solution to a DRCCP and numerically demonstrate its
efficiency.
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MS50

The Power of Preconditioning in Overparameter-
ized Low-Rank Matrix Sensing

We propose ScaledGD(?), a preconditioned gradient de-
scent method to tackle the low-rank matrix sensing prob-
lem when the true rank is unknown, and when the matrix
is possibly ill-conditioned. Using overparametrized factor
representations, ScaledGD(?) starts from a small random
initialization, and proceeds by gradient descent with a spe-
cific form of damped preconditioning to combat bad curva-
tures induced by overparameterization and ill-conditioning.
At the expense of light computational overhead incurred
by preconditioners, ScaledGD(?) is remarkably robust to
ill-conditioning compared to vanilla gradient descent (GD)
even with overprameterization. Specifically, we show that,
under the Gaussian design, ScaledGD(?) converges to the
true low-rank matrix at a constant linear rate after a small
number of iterations that scales only logarithmically with
respect to the condition number and the problem dimen-
sion. This significantly improves over the convergence rate
of vanilla GD which suffers from a polynomial dependency
on the condition number. Our work provides evidence on
the power of preconditioning in accelerating the conver-
gence without hurting generalization in overparameterized
learning.
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MS50

Nonconvex Matrix Factorization Is Geodesically
Convex: Global Landscape Analysis for Matrix
Factorization From a Riemannian Perspective.

We study a general matrix optimization problem with a
fixed-rank positive semidefinite (PSD) constraint. We per-
form the Burer-Monteiro factorization and consider a par-
ticular Riemannian quotient geometry in a search space
that has a total space equipped with the Euclidean metric.
When the original objective f satisfies standard restricted
strong convexity and smoothness properties, we character-
ize the global landscape of the factorized objective under
the Riemannian quotient geometry. We show the entire
search space can be divided into three regions: (R1) the re-
gion near the target parameter of interest, where the factor-
ized objective is geodesically strongly convex and smooth;
(R2) the region containing neighborhoods of all strict sad-
dle points; (R3) the remaining regions, where the factor-
ized objective has a large gradient. Our results provide a
fully geometric explanation for the superior performance of
vanilla gradient descent under the Burer-Monteiro factor-
ization. When f satisfies a weaker restricted strict convex-
ity property, we show there exists a neighborhood near lo-
cal minimizers such that the factorized objective is geodesi-
cally convex. Our conclusions are also based on a result of
independent interest stating that the geodesic ball centered
at Y with a radius 1/3 of the least singular value of Y is
a geodesically convex set under the Riemannian quotient
geometry. The convexity radius obtained is sharp up to
constants.
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MS50

Linear Convergence of a Proximal Alternating
Minimization Method with Extrapolation for L1-
Norm Principal Component Analysis

A popular robust alternative of the classic principal compo-
nent analysis (PCA) is the �1-norm PCA (L1-PCA), which
aims to find a subspace that captures the most variation in
a dataset as measured by the �1-norm. L1-PCA has shown
great promise in alleviating the effect of outliers in data an-
alytic applications. However, it gives rise to a challenging
non-smooth non-convex optimization problem, for which
existing algorithms are either not scalable or lack strong
theoretical guarantees on their convergence behavior. In
this paper, we propose a proximal alternating minimiza-
tion method with extrapolation (PAMe) for solving a two-
block reformulation of the L1-PCA problem. We then show
that for both the L1-PCA problem and its two-block refor-
mulation, the Kurdyka-Lojasiewicz exponent at any of the
limiting critical points is 1/2. This allows us to establish
the linear convergence of the sequence of iterates gener-
ated by PAMe and to determine the criticality of the limit
of the sequence with respect to both the L1-PCA problem
and its two-block reformulation. To complement our the-
oretical development, we show via numerical experiments
on both synthetic and real-world datasets that PAMe is
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competitive with a host of existing methods. Our results
not only significantly advance the convergence theory of
iterative methods for L1-PCA but also demonstrate the
potential of our proposed method in applications.
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MS51

Projection onto a Capped Rotated Second Order
Cone with Applications to Sparse Regression

A closed-form expression for projecting onto a capped
rotated-second order cone is proposed. This object arises
as a part of the feasible region of the perspective relaxation
of mixed integer nonlinear programs (MINLP) with binary
indicator variables. As an application for the closed-form
for solving this projection, we cosider the perspective re-
laxation of the sparse regression problem with L0 and L2
penalties. We compare a few different first-order methods
using the closed-form expression of the projection and show
performance advantages compared with a state-of-the art
interior point solver even for moderately large datasets. As
an extension, we also consider a generalized variant of the
sparse regression problem with a group sparsity penalty.
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MS52

Bi/trilevel Optimization Approach for Hyperpa-
rameter Selection

Various machine learning (ML) models are equipped with
parameters that need to be prefixed, and such parameters
are often called hyperparameters. Needless to say, the pre-
diction performance of ML models significantly depends
on the choice of hyperparameters. In this talk, we will
show several application examples where bi/trilevel opti-
mization approach is used for hyperparameter selection.
One of them is a trilevel hyperparameter learning model
in the adversarial setting and we will present its solution
method and experimental results.
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MS52

Capacity Expansion of Renewables Within An
Electricity Market

Integration of renewable energy generations is an essen-

tial problem for modern power industry. In this paper,
we develop a bilevel mixed integer optimization model to
study the capacity expansion problem on renewable gen-
erations in an electricity market environment. Different
from existing formulations, we consider the challenge of
uncertain generation associated with the renewable energy
sources, which makes this bilevel optimization formulation
even more complex. To solve such a sophisticated problem,
structural properties are analyzed and several reduction
methods are proposed to render the problem computable.
Numerical results on typical IEEE test beds show the ad-
vantage of bilevel optimization in capacity expansion, and
the practical feasibility of the solution methods.
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MS52

Maximizing Flexibility in Power Grids: A Trilevel
Formulation

Uncertainty is a central concern in the robust operation
of power grids since supply and demand are rarely known
in advance. To operate power grids robustly, it is cru-
cial to quantify and improve the flexibility of the grid, i.e.,
the maximal amount of uncertainty under which safe op-
eration can be guaranteed. Flexibility of power systems,
in a broad sense of the word, is actively explored in re-
search. However, contrary to the prevalence in process
systems literature, flexibility as an explicit measure of the
range of permissible uncertain values is typically not con-
sidered in the power system literature. In this contribu-
tion, we maximize the flexibility of the grid as a concrete
indicator for the amount of uncertainty the grid can tol-
erate while still ensuring nominal operation in the worst
case. The resulting flexibility maximization problem is a
trilevel optimization problem, including binary variables in
the lowest level. We use a specialized solution algorithm for
existence-constrained semi-infinite programming problems
to solve this challenging problem numerically. We apply
the proposed flexibility maximization in the context of DC
flow to find both the maximal allowable range of uncer-
tain injections and a range for the manageable exchange
between two parts of a network. Results for a small and a
medium-sized grid instance are presented.
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MS53

On the Generalized Nash Game Proposed by Rosen

We deal with the generalized Nash game proposed by
Rosen, which is a game with strategy sets that are coupled
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across players through a shared constraint. We show a re-
formulation of this generalized game as a classical game.
We also show that Rosen’s result can be deduced from
the one given by Arrow and Debreu. Finally, we estab-
lish necessary and sufficient conditions for a point to be
a generalized Nash equilibrium by means of the Minty
variational inequality. [D. Aussel and J. Dutta, General-
ized Nash Equilibrium Problem, Variational Inequality and
Quasiconvexity, Oper. Res. Lett., 36(4):461–464, 2008]
[O. Bueno, C. Caldern, and J. Cotrina, A note on coupled
constraint Nash games, Preprint on ArXiv: 2201.04262,
pp. 11, 2022] [E. Cavazzuti, M. Pappalardo, and M. Pas-
sacantando, Nash equilibria, variational inequalities, and
dynamical systems, J. Optim. Theory Appl., 114(3):491–
506, 2002] [J.B. Rosen, Existence and uniqueness of equi-
librium points for concave n-person games, Econometrica,
33(3):520–534, 1965]

John Cotrina
Universidad del Pacifico
cotrina je@up.edu.pe

MS53

An Equilibrium Problem for the Analysis of the
Integrated Water System

This work studies a regional water market where several
water utilities operate. Water utilities can expand their wa-
ter capacity, reduce their water losses, increase the percent-
age of wastewater treated. These new investments are re-
warded by the water utilities as an increase in the marginal
water tariff. All the water utilities maximize their individ-
ual profits simultaneously and, as a result, the market may
reach an equilibrium; at the same time, a water authority
aims to reduce water scarcity, water losses, and untreated
water quantities. This behavior can be modeled as a bilevel
stochastic programming problem. In the upper-level, the
authority wants to minimize the social cost, that is, the
increase in the total cost due to the new investments and
the social cost for water scarcity. The upper-level problem
is constrained by the set of the equilibrium solutions of the
water utilities. Each water utility maximizes its own profit,
subject to technological constraints. The upper and lower-
level problems are interrelated since the upper-level prob-
lem determines the optimal water marginal tariff curve to
submit to the lower-level problem, whereas the lower-level
problem sets the water quantities distributed by the differ-
ent water utilities and the investments decision variables.
The existence of an equilibrium for the bilevel problem has
been proved. In addition, taking into account that the
problem is NP-Hard, an ad hoc algorithmic procedure has
been studied.
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MS53

Economic Equilibrium in a Dynamical Framework

In the classical framework of Walras, agents have quantities

of various goods that can be adjusted through buying and
selling in a market subject to the budget constraint that
the cost of purchases must match the revenue from sales.
A vector of prices is said to furnish an equilibrium with re-
spect to the initial holdings of goods if the total demands
of the agents in these circumstances are balanced by the
total supplies. But there are serious shortcomings to this
portrayal of an equilibrium. It is is static without past or
future, incompatible with buying and selling as ordinarily
understood, and offers no economically plausible mecha-
nism for how the prices in question might be generated. In
a different approach, an equilibrium at a given moment is
envisioned as a configuration of goods and prices in which
no agent is interested in making adjustments. External
influences can add or subtract from the current holdings,
though, and thereby create a new incentive for trading.
This leads to a dynamic model in continuous time in which
the equilibrium evolves according to a differential equation
that stems from the agents’ utility functions alone. The
prices emerge naturally through an idealization of micro-
interactions in which agents get together in pairs to trade
a single good for money in order to both gain higher utility
in their holdings.
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MS54

Recent Advances in Mosek

Mosek is a widely used optimization software package for
large-scale, possibly mixed-integer linear and conic opti-
mization problems. In this presentation, we will discuss
improvements in the recently released Mosek version 10.
Moreover, if time permits some computational results will
be presented documenting the potential performance im-
provement obtained when upgrading from Mosek version 9
to version 10.
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MS54

Recent Computational Advances for Global Opti-
mization of NonConvex Quadratic Programs

Branching algorithms for solving Mixed Integer Linear Pro-
grams (MILPs) have benefitted from over 50 years of com-
putational progress that has dramatically thinned the herd
of challenging industrial MILP models. More recently, the
last 15 years have seen major progress in using similar
branching algorithms to solve nonconvex quadratic pro-
grams to global optimality. This talk will discuss some key
features of the Gurobi Optimizer for nonconvex quadratic
programs, focusing on some of the cuts specific to noncon-
vex quadratic expressions that have contributed to signif-
icant improvements in the computational state of the art.
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Recent Advances in the Artelys Knitro Optimiza-



SIAM Conference on Optimization (OP23)                                                    6564 OP23 Abstracts

tion Solver

Artelys Knitro is a solver focused on large-scale, nonlinear,
(potentially non-convex) optimization problems. Knitro
offers both interior-point and active-set algorithms for con-
tinuous models, as well as tools for handling problems with
integer variables and other discrete structures. This talk
will highlight some of the latest developments in Knitro
focusing on some of the recent advances in solving mixed-
integer nonlinear problems, heuristics for finding global (or
improved local) solutions for non-convex problems, and
techniques for solving large-scale, security-constrained op-
timal power flow (SCOPF) models with millions of vari-
ables from the latest ARPA-E Grid Optimization (GO)
Challenge 3 Competition.
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MS55

Robust Optimization for Rank-Dependent Models
with Uncertain Probabilities

This paper studies distributionally robust optimization for
a broad class of risk measures with uncertainty sets defined
by φ-divergence measures. The risk measures are allowed
to be non-linear in probabilities, are characterized by a
Choquet integral induced by a probability weighting func-
tion, and include many well-known examples (CVaR, Mean
Median Deviation, Gini-type). Optimization for this class
of preference functionals is challenging due to their rank-
dependent nature. We show that for concave probability
weighting functions, the DRO problem can be reformulated
into a tractable counterpart. We prove that the conic rep-
resentability of the reformulated robust counterpart is de-
termined jointly by that of the probability weighting and
φ-divergence functions. While the number of constraints in
general scales exponentially with the dimension of the state
space, we provide four different approximation methods to
circumvent this curse of dimensionality. They yield tight
upper and lower bounds on the optimal value of the exact
problem, and are formally shown to converge to the exact
solution asymptotically. This is illustrated numerically in
two examples given by a robust newsvendor problem and
a robust portfolio choice problem. We also analyze non-
concave probability weighting functions and show that the
corresponding robust optimization problems are typically
not equivalent to their concave envelope approximations,
as opposed to other settings in the literature.
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Smoothed f-Divergence Distributionally Robust
Optimization: Information-Theoretic Optimality
and Complexity Independence

In measuring model discrepancy against empirical data in
distributionally robust optimization (DRO), f -divergence
is known to face the restriction of absolute continuity
due to its involvement of likelihood ratios. On the other
hand, distances such as Wasserstein and Levy-Prokhorov
operate via support point perturbation and are free of
such restriction, but they do not satisfy the information-
theoretic optimality enjoyed by KL-divergence, a special f -
divergence. We study a new computationally tractable dis-

tance by smoothing the f -divergence with Wasserstein or
Levy-Prokhorov distance via a variational-representation-
type optimization problem. We show that DRO based on
such a distance achieves the large deviations asymptotic
optimality enjoyed by KL-divergence for general, possibly
continuous, ground-truth distributions, and the optimal-
ity is at the level of the ambiguity set and thus applies to
a wide class of possibly discontinuous objective functions.
Intriguingly, the large deviations decay rate in our result is
independent of hypothesis class complexity, thus revealing
the potential statistical generalization benefit of DRO over
conventional empirical optimization that is heavily affected
by the hypothesis class complexity.

Zhenyuan Liu
Columbia University
zl2817@columbia.edu

Bart Van Parys
Massachusetts Institute of Technology
vanparys@mit.edu

Henry Lam
Columbia University
henry.lam@columbia.edu

MS55

Maximum Mean Discrepancy Distributionally Ro-
bust Nonlinear Chance-Constrained Optimization
with Finite-Sample Guarantee

This paper is motivated by addressing open questions in
distributionally robust chance-constrained programs (DR-
CCP) where Wasserstein ambiguity sets have gotten sig-
nificant attention recently. Specifically, the computational
techniques for those programs typically place restrictive
assumptions on the constraint functions. The size of the
Wasserstein ambiguity sets is often set using costly cross-
validation (CV) procedures or conservative measure con-
centration bounds. In order to address some of these
limitations, we propose a practical DRCCP algorithm us-
ing kernel maximum mean discrepancy (MMD) ambiguity
sets, which we term MMD-DRCCP. Our proposed frame-
work can treat general nonlinear non-convex constraints
without using ad-hoc reformulation techniques. Moreover,
we present various exact reformulations of the conserva-
tive Conditional Value-at-Risk(CVaR) approximation of
the DRCCP enabled by the MMD ambiguity set. We
provide a finite-sample constraint satisfaction guarantee of
a dimension-independent O(1/

√
N) rate for our method,

achievable by a practical algorithm. Further, we propose
an efficient bootstrap scheme for constructing sharp MMD
ambiguity sets in practice without resorting to CV and
validate our new approach empirically in multiple experi-
mental settings.
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MS56

LMIs in Matrix Variables

Free real algebraic geometry (RAG) concerns a noncom-
mutative polynomial p, and inequalities involving its eval-
uation p(X) on matrix variables X = (X1, . . . , Xg). The
matrices X can have any dimension; so are dimension free.
A familiar example is a Riccati inequality based on poly-
nomial whose form does not change but ingredients can
be matrices of any compatible size. Free RAG bears on
random matrix theory, quantum information theory and
systems engineering. We focus on L(X) � 0, a Free LMI;
call the solution set D a free spectrahedron. These sets are
closed under matrix linear combinations, i.e D is matrix
convex. The talk will describe basic facts, recent results
and conjectures about these. There are three natural types
of extreme points for free spectrahedra:

Ordinary Euclidean extreme ⊃ matrix extreme ⊃ free extreme.

Matrix convex combinations of (even the smallest class)
free extreme points span a free spectrahedron. Exten-
sive experiments show that: Fixing a dimension of a free
spectrahedron and randomly generating a linear functional
yields a maximizer which is very likely free extreme. One
never sees serious evidence that a matrix extreme point ex-
ists,hence there was the possibility that they do not exist
for free spectrahedra.Alas they do exist. This is work with
Aidan Epperly, Eric Evert, and Igor Klep.
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Any-dimensional convex sets

We develop a systematic framework to think about ”free”
descriptions of convex sets, which are descriptions of sets
which can be instantiated in any dimension. We view such
freely described sets as families of sets, one in every rel-
evant dimension, and explain how such descriptions arise
from certificates of group symmetry and consistency condi-
tions that the sets in the family must satisfy. We find con-
nections with the recently-identified phenomenon in rep-
resentation theory called ”representation stability”, which
helps explain the ubiquity of free descriptions. We also use
representation stability to explain why the size of many
symmetry-reduced conic programs stabilize, unifying some
of the arguments in the literature. The goal of this talk
is to draw attention to the study of free descriptions and
the structures involved in them, and highlight their con-
nections to other areas.
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Exploiting Symmetry in Optimization Problems

The arithmetic mean/geometric mean inequality (AM/GM

inequality) facilitates classes of nonnegativity certificates
and of relaxation techniques for polynomials and, more
generally, for exponential sums. Here, we present a first
systematic study of the AM/GM-based techniques in the
presence of symmetries under the linear action of a finite
group. We prove a symmetry-adapted representation the-
orem and develop techniques to reduce the size of the re-
sulting relative entropy programs. We study in more detail
the complexity gain in the case of the symmetric group.
In this setup, we can show in particular certain stabiliza-
tion results. We exhibit several sequences of examples in
growing dimensions where the size of the reduced prob-
lem stabilizes. Finally, we provide some numerical results,
emphasizing the computational speedup.
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MS57

Sample Size Estimates for Risk-Neutral Semilinear
PDE-Constrained Optimization

We apply the sample average approximation (SAA) ap-
proach to risk-neutral optimization problems governed by
semilinear elliptic partial differential equations with ran-
dom inputs. After constructing a compact set that contains
the SAA critical points, we derive nonasymptotic sample
size estimates for SAA critical points using the covering
number approach. Thereby, we derive upper bounds on the
number of samples needed to obtain accurate critical points
of the risk-neutral PDE-constrained optimization problem
through SAA critical points. We quantify accuracy using
expectation and exponential tail bounds. Numerical illus-
trations are presented.
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MS57

Optimal design of large-scale nonlinear Bayesian
inverse problems under model uncertainty

In this talk we propose a scalable computational frame-
work for optimal experimental design (OED) for Bayesian
nonlinear inverse problems governed by partial differen-
tial equations (PDEs) under model uncertainty. In par-
ticular, we consider inverse problems in which, in addi-
tion to the inversion parameters, the governing PDEs in-
clude secondary uncertain parameters. We build on the
Bayesian approximation error (BAE) framework, to in-
corporate modeling uncer-tainties in the Bayesian inverse
problem, and methods for A-optimal design of infinite-
dimensional Bayesian nonlinear inverse problems. The
OED problem is formulated as a binary bilevel PDE con-
strained optimization problem and a greedy algorithm is
used to find optimal designs. We demonstrate the effective-
ness of the proposed approach for a model inverse problem
governed by an elliptic PDE on a three-dimensional do-
main. Our computational results also highlight the pitfalls
of ignoring modeling uncertainties in the OED and/or in-
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ference stages.
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MS57

Almost sure state constraints: relaxation, online
stochastic approximation, and solution statistics

Treating almost sure, pointwise state constraints in PDE-
constrained optimization under uncertainty presents a sig-
nificant challenge both theoretically and practically. We
present an approach that starts by reformulating the
stochastic state constraint as a (degenerate) scalar expec-
tation constraint. Upon relaxing the bound, we obtain a
computationally feasible relaxation of the original prob-
lem. The theoretical properties of the relaxed problem are
investigated as needed for a sample-based optimization al-
gorithm. This includes uniform bounds on stochastic gra-
dients of the objective and constraint functional. We then
present a function-space-based online stochastic approxi-
mation (OSA) algorithm with a full convergence theory in-
cluding rates of convergence for feasibility and the optimal
value. These results are then illustrated by a numerical
study. In particular, we provide a post-optimization anal-
ysis via a Kolmogorov-Smirnov test of the distributions of
the random objective and constraint functional.
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MS58

Finding Counter-Examples in First Order Opti-
mization. Application to the Heavy-Ball Method

While many approaches were developed for obtaining
worst-case complexity bounds for first-order optimization
methods in the last years, there remain theoretical gaps in
cases where no such bound can be found. In such cases,
it is often unclear whether no such bound exists (e.g., be-
cause the algorithm might fail to systematically converge)
or simply if the current techniques do not allow finding
them. In this work, we propose an approach to automate
the search for cyclic trajectories generated by first-order
methods. This provides a constructive approach to show
that no appropriate complexity bound exists, thereby com-
plementing the approaches providing sufficient conditions

for convergence. Using this tool, we provide ranges of pa-
rameters for which some of the famous heavy-ball, Nes-
terov accelerated gradient, inexact gradient descent, and
three-operator splitting algorithms fail to systematically
converge, and show that it nicely complements existing
tools searching for Lyapunov functions. We will present
this framework focusing on the example of the Heavy-ball
method and finally answer the question: does Heavy-ball
accelerate on smooth strongly convex function?
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MS58

Fast Extra Gradient Methods for Smooth Struc-
tured Nonconvex-Nonconcave Minimax Problems

Modern minimax problems, such as generative adversar-
ial network and adversarial training, are usually under a
nonconvex-nonconcave setting, so developing an efficient
method for such setting is of interest. Recently, two
variants of the extragradient (EG) method are studied
in that direction. First, a double stepsize EG, named
EG+, was proposed under a smooth structured nonconvex-
nonconcave setting, with a slow O(1/k) rate on the squared
gradient norm, where k denotes the number of iterations.
Second, another variant of EG with an anchoring tech-
nique, named extra anchored gradient (EAG), was stud-
ied under a smooth convex-concave setting, yielding a fast
O(1/k2) rate on the squared gradient norm. Built upon
both EG+ and EAG, this work proposes a double stepsize
EG with anchoring, named fast extragradient (FEG), that
has a fast O(1/k2) rate on the squared gradient norm for
smooth structured nonconvex-nonconcave problems; the
corresponding saddle-gradient operator satisfies the neg-
ative comonotonicity condition.
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Performance Analysis of Gradient Method on
Smooth Hypoconvex Functions

We perform the first tight convergence analysis of the
gradient method with varying step sizes when applied to
smooth hypoconvex (weakly convex) functions. Hypocon-
vex functions are smooth nonconvex functions whose cur-
vature is bounded and assumed to belong to the interval
[μ,L], with μ < 0. Our convergence rates improve and ex-
tend the existing analysis for smooth nonconvex functions
with L-Lipschitz gradient (which corresponds to the case
μ = −L), and smoothly interpolate between that class and
the class of smooth convex functions. We obtain our re-
sults using the performance estimation framework adapted
to hypoconvex functions, using adapted interpolation con-
ditions. We derive explicit upper bounds on the minimum
gradient norm of the iterates for the entire range of step
sizes (0, 2/L), prove that these rates are tight when step
sizes are shorter or equal to some threshold larger than
1.5/L and conjecture the tightness above the threshold.
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Finally, we identify the optimal constant step size that
minimizes the worst-case of the gradient method applied
to hypoconvex functions.
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MS59

Efficient Natural Gradient Method for Large-Scale
PDE Optimization Problems

Large-scale optimization is at the forefront of modern ap-
plied mathematics with areas of interest, including high-
dimensional PDE, inverse problems, machine learning, etc.
First-order methods are workhorses for large-scale opti-
mization due to modest computational cost and simplic-
ity of implementation. Nevertheless, these methods are
often agnostic to the structural properties of the problem
under consideration and suffer from slow convergence, be-
ing trapped in bad local minima, etc. Natural gradient
descent is an acceleration technique in optimization that
takes advantage of the problems geometric structure and
preconditions the objective functions gradient by a suitable
natural metric. Despite its success in statistical inference
and machine learning, the natural gradient descent method
is far from a mainstream computational technique due to
the computational complexity of calculating and inverting
the preconditioning matrix. This work aims at a unified
computational framework and streamlining the computa-
tion of a general natural gradient flow in the context of
PDE optimization problems via the systematic application
of efficient tools from numerical linear algebra. We obtain
efficient and robust numerical methods for natural gradient
flows without directly calculating, storing, or inverting the
dense preconditioning matrix. We treat Euclidean, Wasser-
stein, Sobolev, and FisherRao natural gradients in a single
framework for a general loss function.
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Taming Hyper-Parameter Tuning in Continuous
Normalizing Flows Using the JKO Scheme

A normalizing flow (NF) is a mapping that transforms a
chosen probability distribution to a normal distribution.
Such flows are one of the most popular techniques used for
data generation and density estimation in machine learning
and data science. The density estimate obtained with a NF
requires a change of variables formula, which involves the
computation of the Jacobian determinant of the NF trans-
formation. In order to tractably compute this determinant,
continuous normalizing flows (CNF) estimate the mapping
and its Jacobian determinant using neural ODE. Optimal
transport (OT) theory has been successfully used to assist
in finding CNFs by formulating it as an OT problem with
a soft penalty for enforcing the standard normal distribu-
tion as a target measure. This method results in the addi-

tion of a hyperparameter, α, that represents the strength
of the soft penalty and requires significant tuning. We
present JKO-Flow, an algorithm to solve OT-based CNF
without the need of tuning α. This is achieved by integrat-
ing the OT CNF framework into a Wasserstein gradient
flow framework, also known as the JKO scheme. Instead
of tuning α, we repeatedly solve the optimization problem
for a fixed α effectively performing a JKO update with a
time-step α. Hence we obtain a ”divide and conquer” al-
gorithm by repeatedly solving simpler problems instead of
solving a potentially harder problem with large α.
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Some applications of implicit function theorems
from variational analysis

We present some applications of implicit function theorems
from variational analysis to sensitivity analysis of promi-
nent optimization problems, including the LASSO, square
root LASSO or the proximal operator as a function of
the proximal parameter. These are leveraged in numeri-
cal computations. This is based on joint work with Aaron
Berk (McGill), Simone Brugiapaglia (Concordia), Michael
Friedlander (UBC), and Ariel Goodwin (Cornell).
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An Efficient HPR Algorithm for the Wasserstein
Barycenter Problem with O(Dim(P )/ε) Computa-
tional Complexity

We propose and analyze an efficient Halpern-Peaceman-
Rachford (HPR) algorithm for solving the Wasserstein
barycenter problem (WBP) with fixed supports. While the
Peaceman-Rachford (PR) splitting method itself may not
be convergent for solving the WBP, the HPR algorithm can
achieve an O(1/ε) non-ergodic iteration complexity with
respect to the KarushKuhnTucker (KKT) residual. More
interestingly, we propose an efficient procedure with linear
time computational complexity to solve the linear systems
involved in the subproblems of the HPR algorithm. As a
consequence, the HPR algorithm enjoys an O(Dim(P)/ε)
non-ergodic computational complexity in terms of flops
for obtaining an ε-optimal solution measured by the KKT
residual for theWBP, where Dim(P) is the dimension of the
variable of the WBP. This is better than the best-known
complexity bound for the WBP. Moreover, the extensive
numerical results on both the synthetic and real data sets
demonstrate the superior performance of the HPR algo-
rithm for solving the large-scale WBP.
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An optimization algorithm for nonsmooth stochas-
tic optimization with weakly concave objective

In this talk, we present optimization algorithms for a
group of constrained nonsmooth optimization problems
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that arise in solutions to parametric optimization problems
and applications such as security-constrained AC optimal
power flow problems. These problems typically have ob-
jectives that are difference-of-convex (DC) functions but
not weakly convex. Consequently, we focus on the weak
concavity of the objective to design practical algorithms
for large-scale problems. To ensure progress in the outer
loop, the constraints are linearized.We present global con-
vergence analysis and numerical examples in the form of
two-stage optimization problems. Further, the algorithms
are extended to the stochastic setting where the exact func-
tion values and subgradients are unavailable. The capabili-
ties of the stochastic algorithm are demonstrated by solving
a realistic optimal power flow problem as used in current
power grid industry practice.
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Perfect Games and Noncommutative Nullstellen-
stze

The foundation of classical algebraic geometry is the Null-
stellensatz. Over the last two decades the basic analo-
gous theorems for matrix (noncommutative) variables have
emerged. This talk concerns commuting operator strate-
gies for nonlocal games. The main results are two char-
acterizations, based on a Nullstellensatz, which apply to
games with perfect commuting operator strategies. The
first applies to all games and reduces the question of
whether or not a game has a perfect commuting opera-
tor strategy to a question involving left ideals and sums
of squares. The second characterization is based on a new
Nullstellensatz. It applies to a class of games we call tor-
ically determined games, special cases of which are XOR
and linear system games. For these games we show the
question of whether or not a game has a perfect commut-
ing operator strategy reduces to instances of the subgroup
membership problem and, for linear systems games, we
further show this subgroup membership characterization
is equivalent to the standard characterization of perfect
commuting operator strategies in terms of solution groups.
Both the general and torically determined games charac-
terizations are amenable to computer algebra techniques,
e.g., using semidefinite programming.
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Rational Dual Certificates for Weighted Sums-of-
Squares Polynomials: Algorithms and Complexity

Bounds

Sum-of-squares (SOS) polynomials with rational coeffi-
cients in the interior of the SOS cones are sums of ratio-
nal squares, meaning that they can be written as a sum
of squares of rational polynomials, allowing for easy cer-
tification of their nonnegativity. The complexity of these
certificates is measured by their bit sizes but are challeng-
ing to bound even in the univariate case. We study this
problem in the context of dual certificates, which are ratio-
nal vectors from the dual-SOS cone that can be interpreted
as efficiently verifiable nonnegativity certificates. The talk
will outline a very simple algorithm to compute a sequence
of SOS lower bounds converging linearly to the optimal
SOS lower bound and corresponding ”small” rational dual
certificates, whose bit sizes can be bounded as a function of
parameters such as the degree and the number of variables
of the polynomials, or their distance from the boundary of
the cone. After providing a general complexity bound, we
explore a few frequently studied special cases.
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Rational Generalized Nash Equilibrium Problems

We study generalized Nash equilibrium problems that are
given by rational functions. Rational expressions for La-
grange multipliers and feasible extensions of KKT points
are introduced to compute generalized Nash equilibria
(GNEs). We give a hierarchy of rational optimization prob-
lems to solve rational generalized Nash equilibrium prob-
lems. The existence and computation of feasible extensions
are studied. The Moment-SOS relaxations are applied to
solve the rational optimization problems. Under some gen-
eral assumptions, we show that the proposed hierarchy can
compute a GNE if it exists or detect its nonexistence. Nu-
merical experiments are given to show the efficiency of the
proposed method.
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On Policy Optimization Methods for Control

Policy Optimization methods enjoy wide practical use in
reinforcement learning (RL) for applications ranging from
robotic manipulation to game-playing, partly because they
are easy to implement and allow for richly parameterized
policies. Yet their theoretical properties, from optimal-
ity to statistical complexity, are still not fully understood.
To help develop a theoretical basis for these methods, and
to bridge the gap between RL and control theoretic ap-
proaches, recent work has studied whether gradient-based
policy optimization can succeed in designing feedback con-
trol policies. In this talk, we start by showing the conver-
gence and optimality of these methods for linear dynamical
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systems with quadratic costs, where despite nonconvexity,
convergence to the optimal policy occurs under mild as-
sumptions. Next, we make a connection between convex
parameterizations in control theory on one hand, and the
Polyak-Lojasiewicz property of the nonconvex cost func-
tion, on the other. Such a connection between the noncon-
vex and convex landscapes provides a unified view towards
extending the results to more complex control problems.
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Direct Policy Search for Robust Control: A Nons-
mooth Optimization Perspective

Direct policy search has been widely applied in modern
reinforcement learning and continuous control. However,
the theoretical properties of direct policy search on non-
smooth robust control synthesis have not been fully un-
derstood. The optimal H-infinity control framework aims
at designing a policy to minimize the closed-loop H-infinity
norm, and is arguably the most fundamental robust control
paradigm. In this talk, we discuss the recently developed
global convergence theory of direct policy search on the
H-infinity state-feedback control design problem. Notice
that policy search for optimal H-infinity control leads to a
constrained nonconvex nonsmooth optimization problem,
where the nonconvex feasible set consists of all the poli-
cies stabilizing the closed-loop dynamics. We show that
for this nonsmooth optimization problem, all Clarke sta-
tionary points are global minimum. Next, we identify the
coerciveness of the closed-loop H-infinity objective func-
tion, and prove that all the sublevel sets of the resultant
policy search problem are compact. Based on these prop-
erties, we show that Goldsteins subgradient method and
its implementable variants can be guaranteed to stay in
the nonconvex feasible set and eventually find the global
optimal solution of the H-infinity state-feedback synthesis
problem. We conclude our discussion with several possible
extensions.
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Policy Optimization for Optimal Control with Ro-
bustness and Risk-Sensitive Concerns: Implicit
Regularization and Global Convergence

Policy optimization (PO) is a key ingredient for modern
reinforcement learning (RL). For control design, certain
constraints are usually enforced on the policies, account-
ing for either the stability, robustness, or safety concerns
on the system. Policy gradient methods have been shown
to converge to the global optimum of linear quadratic reg-
ulator (LQR), though it is a nonconvex PO problem. This
striking result is built upon the property that the cost func-
tion is coercive, ensuring that the iterates remain feasible as
the cost decreases. We study the convergence theory of PO

for H2 linear control with H∞-norm robustness guarantee.
This general framework includes risk-sensitive linear con-
trol as a special case. One significant new feature of this
problem is the lack of coercivity, i.e., the cost may have
finite value around the boundary of the robustness con-

straint set, breaking the existing analysis for LQR. Inter-
estingly, we show that two PO methods enjoy the implicit
regularization property, i.e., the iterates preserve the H∞
robustness constraint automatically, as if they are regular-
ized by the algorithms. Furthermore, despite the noncon-
vexity, we show that these algorithms converge to the glob-
ally optimal policies with globally sublinear rates, avoiding
all suboptimal stationary points/local minima, and with
locally (super-)linear rates.
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Capacity Portfolio Optimization in a 2-Sided
Freight Marketplace

In the Amazon linehaul transportation marketplace, Ama-
zon acquires capacity to ship truckloads in its middle mile
network, and provides capacity to external shippers. Be-
cause of Amazons commitment to rapid delivery of goods
to its customers, capacity must frequently be acquired long
before specific demand for that capacity is identified. Ama-
zons large internal demand for linehaul shipping means
that Amazon is well-positioned to do exactly this, acquiring
a portion of capacity through medium and long-term con-
tracts before specific demand for that capacity is identified,
while delaying the acquisition of capacity for highly un-
certain demand. Amazon has developed a transportation
marketplace, and a series of models and tools that allow
Amazon to optimize its transportation capacity portfolio.
This approach enables Amazon to effectively align capac-
ity risk, supply risk and price, and to provide carriers and
shippers with tools to effectively manage their operations.
We give an overview of this marketplace and survey models
that we have built to optimize our capacity portfolio.
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Supply Chain Network Planning Under Stochastic
Demands

We consider a supply chain activity where demands are
modeled as a volume required at a given delivery terminal.
Release and due dates, a terminal of origin, and a class
are associated with these input demands. The network is
described by its node set, terminals acting as warehouses,
cross-docks, or delivery centers. The arcs correspond to
the lanes operated. We model demands by their week-
day quantities over the seven days. Terminals have their
activities modeled to consider the processing rate of differ-
ent classes of demands. The aim of the study is twofold:
first, we provide a space-time network representation of the
weekly operation of the supply chain where the lanes have
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a fixed schedule with associated capacities. We assume de-
mands have an independent stochastic behavior, each rep-
resented by a probability distribution, to propose a stochas-
tic programming model to determine the expected loss of
demands produced by the given schedule. Second, we pro-
pose a procedure to search for limited schedule changes
implying an increase in performance and a decrease in the
expected loss.
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From Inbound to Outbound: Sustainable Supply
Chain Network Design via Process Flexibility

We propose a novel computational framework of evaluating
the interaction between numerous operational costs and
carbon emission affects in the inbound network and out-
bound network of a supply chain system. In our framework,
we adopt an epsilon-constraint method to investigate the
cost of sustainability, via restricting the cost-related ob-
jectives within certain values while minimizing the total
carbon emissions produced by the transportation decisions
in the entire network. Our formulation can be regarded
as a sampling-based two-stage stochastic program with a
simple recourse, where in the first stage, decisions about
inventory allocation and truck assignment are made, and
in the second stage all customer demands realize and get
fulfilled.
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TTRISK: Tensor Train Decomposition Algorithm
for Risk Averse Optimization

This talk introduces TTRISK, an algorithm to solve high-
dimensional risk-averse optimization problems governed by
differential equations (ODEs and/or PDEs) under uncer-
tainty. As an example, we focus on the so-called Condi-
tional Value at Risk (CVaR), but the approach is equally
applicable to other coherent risk measures. Both the full
and reduced space formulations are considered. The al-
gorithm is based on low rank tensor approximations of
random fields discretized using stochastic collocation. To
avoid non-smoothness of the objective function underpin-
ning the CVaR, we propose an adaptive strategy to select
the width parameter of the smoothed CVaR to balance the
smoothing and tensor approximation errors. Moreover, un-

biased Monte Carlo CVaR estimate can be computed by us-
ing the smoothed CVaR as a control variate. To accelerate
the computations, we introduce an efficient preconditioner
for the KKT system in the full space formulation. Further
extensions to state constrainted problems are considered.
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Efficient Bi-Level Optimization for EPI-MRI Dis-
tortion Correction and Diffusion Tensor Imaging

Echo-Planar Imaging (EPI), a fast method of Magnetic
Resonance Imaging (MRI) acquisition, is widely used for
Diffusion Tensor Imaging (DTI) to study the movement
of water throughout tissues and other anatomical struc-
tures. However, EPI leaves susceptibility artifact distor-
tions in the resulting images that limit the accuracy of
DTI analysis. In this talk, we describe epic4D, a tool
for distortion correction designed to efficiently handle large
four-dimensional DTI inputs. epic4D leverages techniques
from optimal transport and parallelization for GPU accel-
eration to efficiently and accurately solve an optimization
problem based on the known physical model for EPI distor-
tions. We show that epic4D is faster on three-dimensional
non-diffusion weighted inputs than existing EPI distor-
tion correction tools, and we further show how it can ef-
ficiently and accurately perform distortion correction on
four-dimensional DTI volumes. Finally, we demonstrate
how the efficiency of epic4D on four-dimensional inputs al-
lows for bilevel optimization of hyperparameters.
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FedCBO: Reaching Group Consensus in Clustered
Federated Learning through Consensus-Based Op-
timization

Federated learning is an important framework in modern
machine learning that seeks to combine the training of
learning models from multiple users, each with their own
local data sets, in a way that is sensitive to data privacy
and communication cost constraints. In clustered federated
learning one assumes an additional and unknown clustering
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structure among users, and the goal is to train models that
are useful for each cluster of users, rather than training a
single global model. In this talk, I will present a novel solu-
tion to the problem of clustered federated learning that is
inspired by ideas in consensus-based optimization (CBO).
Our new CBO-type method is based on a system of inter-
acting particles that is oblivious to cluster memberships.
Our model is supported by theoretical justification, in-
cluding a mean field analysis describing the large particle
limit of the model, as well as convergence guarantees for
the simultaneous global optimization of general non-convex
objective functions (corresponding to the loss functions of
each cluster of users) in the mean-field regime. I will also
present experimental results that demonstrate the efficacy
of the FedCBO algorithm compared to other state-of-the-
art methods, thus complementing our theoretical findings.
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A Hybrid Decomposition Method for Capacity Ex-
pansion Planning under Uncertainty

This work investigates possible ways of combining column
generation, Lagrangian relaxation solved using bundle-type
approaches, and Benders decomposition in a hybrid decom-
position method. The aim is to improve convergence by ex-
ploiting the strengths of the different decomposition meth-
ods. The proposed hybrid decomposition is implemented
using distributed computing. In this way, each decompo-
sition approach is started in parallel, with the possibility
of exchanging bounds and solutions between the methods.
The solutions obtained at each iteration of the Benders de-
composition and bundle method are used to generate new
columns for the column generation approach. Likewise,
the columns obtained by column generation are used to
derive new cuts for Benders decomposition and the bundle
method. The performance of the hybrid decomposition is
analyzed on instances of the multi-stage stochastic capacity
planning problem of hydrothermal power systems.
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Optimal Power Flow for Resilient Electric Grids
under Uncertain Hurricane Forecasts: A Multi-
Stage Stochastic Programming Approach

Due to extreme weather disasters in the USA, an estimated
1,542 power outages occurred between 2000 and 2021, each
affecting at least 50,000 customers. The process of upgrad-
ing the grid infrastructure for resilience against such nat-
ural disasters is a slow and expensive undertaking, but it
is possible to use weather forecast data to make informed
grid operating decisions to mitigate power outages. These
weather forecasts are associated with high degrees of un-
certainty because climate models are significantly affected
by atmospheric measurements, which are typically sparse.
In case of hurricanes, forecasts are periodically updated
and include parameters that define tracks predicted by the
climate simulation ensemble. For each potential hurricane
track, the known fragility curves of grid components yield
failure probabilities that can be used to generate power
disruption scenarios. This is used within a rolling horizon
framework of multi-stage stochastic programming to min-
imize load shed while accounting for uncertainty and the
operational constraints of grid operation. We provide an
overview of this multi-stage stochastic programming ap-
proach and illustrate the value of the stochastic solution
using a medium-scale IEEE benchmark instance affected
by a Category 5 Atlantic hurricane. We also showcase the
importance of co-optimization with restorative actions so
that it is possible to take operational decisions that truly
minimize power supply interruption to the customer.
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Chance-Constrained Motion Planning under
Wasserstein Ambiguity

Obstacle avoidance constraints (OA) appear frequently in
motion planning problems and are non-convex in general.
In this talk, we first propose a mixed-integer reformula-
tion for OA and generalize it to chance-constrained OA
(CC-OA) and Wasserstein chance-constrained OA (WCC-
OA). Then, we derive the convex hull of (OA), (CC-OA),
and (WCC-OA), and show that they can be separated ef-
ficiently in practice. In the end, we demonstrate the effec-



SIAM Conference on Optimization (OP23)                                                    7372 OP23 Abstracts

tiveness and efficiency of the proposed separation approach
using Dubin’s car example.
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Solving the Semidefinite Relaxation of QUBOs in
Matrix Multiplication Time, and Faster with a
Quantum Computer

Recent works on quantum algorithms for solving semidef-
inite optimization (SDO) problems have leveraged a
quantum-mechanical interpretation of positive semidefi-
nite matrices to develop methods that obtain quantum
speedups with respect to the dimension n and number of
constraints m. While their dependence on other parame-
ters suggests no overall speedup over classical methodolo-
gies, some quantum SDO solvers provide speedups in the
low-precision regime. We exploit this fact to our advan-
tage, and present an iterative refinement scheme for the
Hamiltonian Updates algorithm of Brandão et al. (Quan-
tum 6, 625 (2022)) to exponentially improve the depen-
dence of their algorithm on precision. As a result, we
obtain a classical algorithm to solve the semidefinite re-
laxation of Quadratically Unconstrained Binary Optimiza-
tion problems (QUBOs) in matrix multiplication time, and

in time O
((

n1.5s0.5+o(1)
)
· polylog (n, �C�F , 1

�

))
with a

quantum computer using the sparse-access input model,
where s is the sparsity parameter of the coefficient ma-
trix C. Using the quantum operator input model,
the running time of the algorithm is shown to be
O (

ns+ n1.5 · polylog (n, �C�F , 1
�

))
.
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Approximation and Hardness Results for Quantum
Max Cut

Nature is continually solving optimization problems, in

valiantly trying to drive physical systems towards low-
energy states. For quantum physical systems, this perspec-
tive presents a natural synergy with discrete optimization.
We will discuss how classical discrete optimization tech-
niques can be generalized to address fundamental prob-
lems in quantum physics. In particular we will present
a recent body of work on approximation algorithms and
hardness results for Quantum Max Cut, a natural (QMA-
)hard quantum generalization of Max Cut that is motivated
by quantum physical applications. This talk is aimed at a
broad audience and assumes no background in quantum
physics.
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Improving QAOA Via Classical Warm-Starts

In recent years, there has been increased interest in using
quantum computing for the purposes of solving problems
in combinatorial optimization. We consider the Max-Cut
problem and develop a new quantum algorithm that uti-
lizes classically-obtained warm-starts in order to improve
upon the standard Quantum Approximate Optimization
Algorithm (QAOA) proposed by Farhi et al. in 2014; this
talk will discuss both theoretical and experimental results
associated with our approach with our main results being
that we obtain a 0.658-approximation for Max-Cut, our
approach provably converges to the Max-Cut as the circuit
depth increases, and (on small graphs) our approach is able
to empirically beat the (classical) Goemans-Williamson al-
gorithm at a relatively low quantum circuit-depth.
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An Interior Point Method for Nonlinear Optimiza-
tion Problems with Noise

We propose an interior-point algorithm for solving nonlin-
ear constrained optimization problems in which the objec-
tive and constraints values and derivatives are contami-
nated by non-diminishing and bounded noise. We identify
the key components of the classical algorithm that should
be modified to achieve noise tolerance. Given a fixed bar-
rier parameter, we establish that the iterates converge into
a neighborhood of stationary points that takes into account
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the proximity to the boundary of the feasible region. We
also present an efficient barrier parameter update strategy
and showcase the numerical performance of the algorithm.
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Stochastic Algorithms in the Large: Batch Size
Saturation, Stepsize Criticality, Generalization
Performance, and Exact Dynamics

In this talk, I will present a framework for analyzing dy-
namics of stochastic optimization algorithms (e.g., stochas-
tic gradient descent (SGD) and momentum (SGD+M))
when both the number of samples and dimensions are large.
For the analysis, I will introduce a stochastic differential
equation, called homogenized SGD. We show that homog-
enized SGD is the high-dimensional equivalent of SGD – for
any quadratic statistic (e.g., population risk with quadratic
loss), the statistic under the iterates of SGD converges to
the statistic under homogenized SGD when the number of
samples n and number of features d are polynomially re-
lated. By analyzing homogenized SGD, we provide exact
non-asymptotic high-dimensional expressions for the train-
ing dynamics and generalization performance of SGD. The
analysis is formulated for data matrices and target vec-
tors that satisfy a family of resolvent conditions, which
can roughly be viewed as a weak form of delocalization
of sample-side singular vectors of the data. By analyzing
these limiting dynamics, we can provide insights into learn-
ing rate, momentum parameter, and batch size selection.
Finally we show this model matches performances on real
data sets.
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Stochastic Optimization in Relative Scale

We propose a new concept of relatively inexact stochastic
subgradients and present novel first-order methods that
can use these objects to approximately solve convex op-
timization problems in relative scale. An important ex-
ample where such inexact subgradients naturally arise is
given by the Power or Lanczos algorithms for computing
an approximate leading eigenvector of a symmetric positive
semidefinite matrix. Using these algorithms as subroutines
in our methods, we get new optimization schemes that can
provably solve certain large-scale Semidefinite Program-
ming problems with relative accuracy guarantees by using
only matrix-vector products. One interesting application
of our algorithms is the approximate solution of the Max-
Cut problem.
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SAPD+: An Accelerated Stochastic Method for
Nonconvex-Concave Minimax Problems

We propose a new stochastic method SAPD+ for solving
nonconvex-concave minimax problems of the form minmax
L(x, y) = f(x) + Φ(x, y) − g(y), where f,g are closed con-
vex and Φ(x, y) is a smooth function that is weakly convex
in x, (strongly) concave in y. For both strongly concave
and merely concave settings, SAPD+ achieves the best
known oracle complexities of O(Lκ�−4) and O(L3�−6), re-
spectively, without assuming compactness of the problem
domain, where κ is the condition number and L is the Lip-
schitz constant. We also propose SAPD+ with variance
reduction, which enjoys the best known oracle complexity
of O(Lκ2�−3) for weakly convex-strongly concave setting.
We demonstrate the efficiency of SAPD+ on a distribution-
ally robust learning problem with a weakly convex cost and
also on a multi-class classification problem in deep learn-
ing.

Xuan Zhang, Necdet S. Aybat
Penn State University
xxz358@psu.edu, nsa10@psu.edu

Mert Gurbuzbalaban
Rutgers University
mert.gurbuzbalaban@gmail.com

MS68

Beyond the Golden Ratio for Variational Inequality
Algorithms

We revisit the golden ratio algorithm for solving variational
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inequalities and min-max problems which has the distinc-
tive feature of adapting the step sizes to the local Lipschitz
constants. First, we establish the equivalence of this algo-
rithm with popular VI methods such as optimistic gradient
descent-ascent (OGDA), by eliminating the link between
the golden ratio and the algorithm. Second, we improve
the adaptive version of the algorithm, by removing the
maximum step size hyperparameter (an artifact from the
analysis) and proving a tighter complexity bound. Third,
we adjust it to nonmonotone problems with weak Minty
solutions, and show superior performance.
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Solving Smooth Function Constrained Optimiza-
tion Is As Almost Easy As Unconstrained Opti-
mization

Consider applying first-order methods to solve the smooth
convex constrained optimization problem of the form
minx∈X F (x). For a simple closed convex setX ⊆ Rn which
is easy to project onto, Nesterov proposed the Accelerated
Gradient Descent (AGD) method to solve the constrained
problem as efficiently as an unconstrained problem in terms
of the number of gradient computations of F (i.e., oracle
complexity). For a more complicated X described by func-
tion constraints, i.e., X = {x ∈ X : g(x) ≤ 0}, where the
projection onto X is not possible, it is an open question
whether the function constrained problem can be solved
as efficiently as an unconstrained problem in terms of the
number of gradient computations for F and g. In this pa-
per, we provide an affirmative answer to the question by
proposing a single-loop Accelerated Constrained Gradient
Descent (ACGD) method. The ACGD method modifies
the AGD method by changing the descent step to a con-
strained descent step, which adds only a few linear con-
straints to the prox mapping. It enjoys almost the same
oracle complexity as the optimal one for minimizing the op-
timal Lagrangian function, i.e., the Lagrangian multiplier
λ being fixed to the optimal multiplier λ∗. These upper
oracle complexity bounds are shown to be unimprovable
under a certain optimality regime with new lower oracle
complexity bounds.
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The Inexact Cyclic Block Proximal Gradient
Method and Inexact Proximal Maps

In this talk, we expand the Cyclic Block Proximal Gradient
method for block separable, composite minimization to al-
low for inexactly computed gradients and proximal maps.
The resultant algorithm, the Inexact Cyclic Block Prox-
imal Gradient (I-CBPG) method, shares the same con-
vergence rate as its exactly computed analogue, provided
how the allowable errors decrease. The foundation of our
convergence analysis is our proposed d-Second Prox The-

orem, which contains a tight relationship between inexact
proximal map evaluations and d-subgradients. Further, we
highlight numerical experiments that showcase the practi-
cal computational advantage of I-CBPG for certain fixed
tolerances of approximation error and for a dynamically
decreasing error tolerance regime in particular.
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Rates of convergence of first-order methods via
growth properties

We show that the convergence rates of several kinds of
first-order methods range from sublinear to linear depend-
ing on a suitable growth property of the problem. When
the method is affine invariant, as in the case of the condi-
tional gradient method, the convergence results and growth
property are also affine invariant.
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Proximal Bundle Methods for Weakly Convex
Composite Optimization Problems

This talk discusses the iteration-complexity of a prox bun-
dle method for solving weakly convex (and hence possibly
nonconvex) nonsmooth composite optimization problems.
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Incorporating Dantzig-Wolfe Decomposition Into
Branch and Bound by Cutting Planes

Dantzig-Wolfe (DW) decomposition is a well-known tech-
nique in mixed integer programming (MIP) for decom-
posing and convexifying constraints to obtain potentially
strong dual bounds. We investigate Fenchel cuts that can
be derived using the DW decomposition algorithm and
show that these cuts can provide the same dual bounds as
DW decomposition. We show that these cuts, in essence,
decompose the objective function cut one can simply write
using the DW bound. Compared to the objective func-
tion cut, these Fenchel cuts lead to a formulation with
lower dual degeneracy, and consequently a better compu-
tational performance under the standard branch-and-cut
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framework in the original space. We also discuss how to
strengthen these cuts to improve the computational per-
formance further. We test our approach on the Multiple
Knapsack Assignment Problem and show that the pro-
posed cuts are helpful in accelerating the solution time
without the need to implement branch-and-price.
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A Covering Decomposition Algorithm for Power
Grid Cyber-Network Segmentation

We present a trilevel interdiction model for optimally seg-
menting the Supervisory Control and Data Acquisition
(SCADA) network controlling an electric power grid. In
this formulation, we decide how to partition nodes of the
SCADA network in order to minimize the shedding of load
from a worst-case cyberattack, assuming that the grid op-
erator has the opportunity for recourse mitigating attack
damage. The model is unique in that it couples the cyber
and physical networks, using the physical operation of the
grid to inform the cyber network segmentation decisions.
This feature leads to two violations of assumptions made
in much of the prior literature on trilevel interdiction: first,
the network designer does not have the ability to make any
components of the SCADA or physical networks invulner-
able to attack. Instead, the designer makes some attacks
more expensive for the attacker. Second, it is possible for
the network designer (first player) to make certain attacker
(second player) solutions infeasible because he can make
them exceed the attacker’s budget. In this talk, we present
a solution procedure for our formulation that is an adap-
tation of a covering decomposition algorithm for bilevel
interdiction. We show through an empirical study on grids
with up to 2,000 buses that this is the first method capable
of solving the network segmentation model on realistically
sized power grids.
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ALM and ADMM for Block-Structured MILPs

This paper introduces two decomposition-based meth-
ods for two-block mixed-integer linear programs (MILPs),
which aim to take advantage of separable structures of the
original problem by solving a sequence of lower-dimensional
MILPs. The first method is based on the �1-augmented
Lagrangian method (ALM), and the second one is based
on a modified alternating direction method of multipliers
(ADMM). In the presence of certain block-angular struc-
tures, both methods create parallel subproblems in one
block of variables, and add nonconvex cuts to update the
other block; they converge to globally optimal solutions
of the original MILP under proper conditions. Numerical
comparisons with recent decomposition methods demon-
strate advantages of the proposed methods in either solu-
tion time or quality, often in both.
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Distributionally Robust Decentralized Volt/Var
Control For Distribution Grids

We propose a decentralized Volt/Var control method for
distribution grids with high penetration of distributed en-
ergy resources (DERs). A two-stage distributionally robust
optimization (DRO) problem is proposed to determine how
to better prepare slow-timescale control measures as well as
neighboring local control systems for the worst-case prob-
ability distribution of DER outputs. We present a cutting
plane method for solving the DRO problem that leverages
a discretization scheme for the boundary of the support set
and parallel computation. We conduct numerical experi-
ments on various test systems and demonstrate the benefit
of the proposed control method and the solution method.
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Mitigating the Impacts of Uncertain Geomagnetic
Disturbances on Electric Grids: A Distributionally
Robust Optimization Approach

Severe geomagnetic disturbances (GMDs) increase the
magnitude of the electric field on the Earths surface (E-
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field) and drive geomagnetically-induced currents (GICs)
along the transmission lines in electric grids. These addi-
tional currents can pose severe risks to the grid, leading to
system unreliability. Several mitigation actions (e.g., plac-
ing GIC blocking devices) exist that can reduce the harm-
ful GIC effects on the grids. Making such decisions can
be challenging, however, because the magnitude and direc-
tion of the E-field are uncertain and non-stationary. In this
paper, we model uncertain E-fields using the distribution-
ally robust optimization (DRO) approach that determines
optimal transmission grid operations such that the worst-
case expectation of the system cost is minimized. We also
capture the effect of GICs on the nonlinear AC power flow
equations. For solution approaches, we develop an accel-
erated column-and-constraint generation (CCG) algorithm
by exploiting a special structure of the support set of un-
certain parameters representing the E-field. Extensive nu-
merical experiments based uiuc-150 system, designed for
GMD studies, demonstrates (i) the computational perfor-
mance of the accelerated CCG algorithm, (ii) the supe-
rior performance of distributionally robust grid operations
that satisfy nonlinear, nonconvex AC power flow equations
and GIC constraints, in comparison with standard stochas-
tic programming-based methods during the out-of-sample
testing.
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Improving Power Grid Resiliency with Bi-
Objective Stochastic Integer Optimization

Designing a power grid that is both efficient on average and
resilient to extreme weather events is a critical challenge.
Traditional stochastic programming approaches to this are
highly sensitive to sampling error due to the presence of low
probability events with very high impacts. Stochastic pro-
gramming also fails to account for system goals changing
under extreme conditions. For example, when the power
grid faces extreme weather the goal shifts to minimizing
load shed, with little concern for cost. We present a bi-
objective modeling approach that addresses these issues
and illustrate it in the context of capacity planning in the
electric grid. By having an objective that explicitly fo-
cuses on load shed in extreme temperature scenarios, we
achieve better solutions with smaller sample sizes. We also
show the importance of spatial correlation in temperature
samples.
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A Geometric Analysis of Neural Collapse with Nor-
malized Features

We provide the first global optimization landscape analy-
sis of Neural Collapse–an intriguing empirical phenomenon
that arises in the last-layer classifiers and features of neu-
ral networks during the terminal phase of training. As
recently reported by Papyan et al., this phenomenon im-
plies that (i) the class means and the last-layer classifiers
all collapse to the vertices of a Simplex Equiangular Tight
Frame (ETF) up to scaling, and (ii) cross-example within-
class variability of last-layer activations collapses to zero.
We study the problem based on a simplified unconstrained
feature model, which isolates the topmost layers from the
classifier of the neural network. In this context, we show
that the classical cross-entropy loss with weight decay has a
benign global landscape, in the sense that the only global
minimizers are the Simplex ETFs while all other critical
points are strict saddles whose Hessian exhibit negative
curvature directions. Our analysis of the simplified model
not only explains what kind of features are learned in the
last layer, but also shows why they can be efficiently op-
timized, matching the empirical observations in practical
deep network architectures. These findings provide impor-
tant practical implications.
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On the Complexity of Approximate Stationarity
Concepts in Non-Smooth Optimization

Non-smooth non-convex optimization problems pose many
challenges to the definition and computation of stationar-
ity concepts. Although the field of variational analysis has
over the years developed various stationarity concepts for
Lipschitz functions and provided many beautiful theoreti-
cal tools for studying them, the computational complexity
of these concepts remains largely open. In this talk, we
first show that with a standard first-order oracle, there is
an algorithm with dimension-free finite-time complexity for
computing Goldstein approximate stationary (GAS) points
of Lipschitz functions. Then, we discuss how such an algo-
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rithm can be used to compute near-approximate stationary
(NAS) points—a tighter stationarity concept than GAS—
of certain Clarke irregular Lipschitz functions. The latter
result goes beyond the existing complexity result for com-
puting NAS points of weakly convex functions and applies
to objective functions that arise in, e.g., ρ-margin SVM
and 2-layer ReLU neural networks. The talk is based on
joint work with Lai Tian and Kaiwen Zhou.
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A Non-Asymptotic Framework for Approximate
Message Passing in Spiked Models.

Approximate message passing (AMP) emerges as an effec-
tive iterative paradigm for solving high-dimensional statis-
tical problems. However, prior AMP theory — which fo-
cused mostly on high-dimensional asymptotics — fell short
of predicting the AMP dynamics when the number of it-
erations surpasses o(log n/ log log n) (with n the problem
dimension). To address this inadequacy, this paper devel-
ops a non-asymptotic framework for understanding AMP
in spiked matrix estimation. Built upon a new decompo-
sition of AMP updates and controllable residual terms, we
lay out an analysis recipe to characterize the finite-sample
behavior of AMP in the presence of an independent ini-
tialization, which is further generalized to allow for spec-
tral initialization. As two concrete consequences of the
proposed analysis recipe: (i) when solving Z2 synchroniza-
tion, we predict the behavior of spectrally initialized AMP
for up to O(n/poly log n) iterations, showing that the al-
gorithm succeeds without the need of a subsequent refine-
ment stage (as conjectured recently by Celentano et al.);
(ii) we characterize the non-asymptotic behavior of AMP
in sparse PCA (in the spiked Wigner model) for a broad
range of signal-to-noise ratio.
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Quantile Inverse Optimization

Inverse linear programming (LP) has received increasing
attention because of its potential to infer efficient optimiza-
tion formulations that can closely replicate the behavior of
a complex system. However, inversely inferred parameters
and corresponding forward solutions from the existing in-
verse LP methods can be highly sensitive to noise, errors,
and uncertainty in the input data, limiting their applica-
bility in data-driven settings. We introduce the notion of
inverse and forward stability in inverse LP and propose a
novel inverse LP method that determines a set of objec-
tive functions that are stable under data imperfection and
generate forward solutions close to the relevant subset of
the data. We formulate the inverse model as a large-scale
mixed-integer program (MIP) and elucidate its connection
to biclique problems, which we exploit to develop efficient

algorithms that solve much smaller MIPs instead to con-
struct a solution to the original problem. We numerically
evaluate the stability of the proposed method and demon-
strate its use in the diet recommendation and transship-
ment applications.
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Inverse Optimization and Low-Rank Plus Sparse
Matrix and Tensor Decompositions in Cancer Ra-
diotherapy Optimization

In the first part of this talk, we present the applications
of inverse optimization in radiotherapy cancer treatment
planning. We also generalize the inverse optimization for
multi-objective linear programming where we are looking
for the least problem modifications to make a given fea-
sible solution a weak efficient solution. This is a natural
extension of inverse optimization for single-objective lin-
ear programming with regular ”optimality” replaced by
the ”Pareto optimality”. The second part of this talk
deals with the applications of matrix/tensor decomposi-
tions in radiotherapy cancer treatment planning. Radio-
therapy planning gives rise to a matrix, referred to as in-
fluence matrix, mapping the machine parameters to the ra-
diation dose delivered to a patient. The influence matrix,
which is the main ingredient of radiotherapy optimization,
is often very dense and large and therefore computationally
prohibitive. We show how matrix/tensor decomposition,
in particular low-rank plus sparse decomposition, can be
employed to significantly improve the computational effi-
ciency at a negligible cost of plan quality. We also propose
a novel algorithm for the low-rank plus sparse matrix de-
composition which exploits the special structures of the
data arising in radiotherapy applications.
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Sensitivity Analysis for Value Functions and Its
Application to Bilevel Programs

In this talk, we will study sensitivity analysis of value
functions and optimality conditions of bilevel programs.
First, for the sensitivity analysis, based on a recent work
of the speaker on parametric nonlinear programs, we will
further study the directional sensitivity analysis of value
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functions for parametric set-constrained problems, which
include many classical problems as special cases and can
be nonsmooth and nonconvex. In particular, we will derive
sufficient conditions for the directional Lipschitz continuity,
formulae of the directional derivative and upper estimates
for the directional limiting / Clarke subdifferential of value
functions. Finally, based on the recent development on di-
rectional constraint qualifications and directional optimal-
ity conditions, using the directional differential properties
of value functions, we will derive sharp optimality condi-
tions for general bilevel programs.
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Global Optimization of Bilevel Programs and (Gen-
eralized) Semi-Infinite Programs - An Open-Source
Platform

Over the last 15 years, multiple discretization-based algo-
rithms for bilevel and (generalized) semi-infinite programs
have been published. Their computational performance is
usually evaluated on a set of test problems. However, eval-
uating their relative performance is difficult because (i) the
comparisons are performed using vastly different platforms
and implementations, which impedes comparison of perfor-
mance measures across publications, (ii) there is no unified
large set of test problems that is used consistently across
the field, and (iii) many algorithms use algorithmic pa-
rameters making the comparison difficult because of the
influence of these hyperparameters. Our contribution to
remedying these issues is threefold: (i) we present an open-
source C++ library containing a collection of algorithm
solvers for hierarchical problems. The algorithm solvers
for each problem class and the used sub-solvers are easily
interchangeable. The results for different algorithm solvers
become comparable due to a common platform (in terms of
programming language and supported functions) and the
usage of the same sub-solvers through a common interface.
(ii) we compile an benchmark library consisting of unified
existing benchmark libraries and application-oriented test
problems. (iii) we utilize the benchmark library to compare
the sensitivity of different algorithms to the hyperparam-
eters and the performance of the algorithms for best case
hyperparameters for the benchmark library.
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On a Computationally Ill-Behaved Bilevel Problem
with a Continuous and Nonconvex Lower Level

It is well known that bilevel optimization problems are hard
to solve both in theory and practice. In this short note, we
highlight a further computational difficulty when it comes
to solving bilevel problems with continuous but noncon-
vex lower levels. Even if the lower-level problem is solved
to ε-feasibility regarding its nonlinear constraints for an
arbitrarily small but positive ε, the obtained bilevel solu-
tion as well as its objective value may be arbitrarily far
away from the actual bilevel solution and its actual ob-
jective value. This result even holds for bilevel problems
for which the nonconvex lower level is uniquely solvable,
for which the strict complementarity condition holds, and
for which the convex constraint set satisfies Slater’s con-
straint qualification for all feasible upper-level decisions.
Since the consideration of ε-feasibility cannot be avoided
when solving nonconvex problems to global optimality, our
result shows that computational bilevel optimization with
continuous and nonconvex lower levels needs to be done
with great care. Finally, we show that the nonlinearities
in the lower level are the key reason for the observed bad
behavior by proving that this behavior cannot appear for
linear bilevel problems.
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Projected Solutions of Generalized Quasivaria-
tional Problems in Banach Spaces

In this talk, we focus on the analysis of generalized quasi-
variational inequalities with non-self map by considering
the concept of projected solution introduced by Aussel
et al. We present some new existence results in Banach
spaces: no monotonicity assumptions are required on the
principal operator which is assumed to be norm-to-weak*
upper semicontinuous with nonempty weak*-compact con-
vex values. We show the applicability of our techniques
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by proposing the study of a quasiconvex quasioptimization
problem by using the adjusted normal cone operator. [D.
Aussel, A. Sultana, V. Vetrivel, On the existence of pro-
jected solutions of quasi-variational inequalities and gener-
alized Nash equilibrium problems, J. Optim. Theory Appl.
170 (2016) 818-837.]
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MS75

Bilevel Problems under the Bayesian Approach:
Existence of Solutions and Some Computational
Aspects

In 1996, Mallozzi and Morgan proposed a new model for
Stackelberg games which we refer to as the Bayesian ap-
proach. In the model, the leader has only partial infor-
mation about how followers select their reaction among
possibly multiple optimal ones. This partial information is
modeled as a decision-dependent distribution, the so-called
belief of the leader. In this work, we formalize the setting
of this approach for bilevel games admitting multiple lead-
ers and we provide new results on existence of solutions.
We pay particular attention to the fundamental case of lin-
ear bilevel problems and to two classes of beliefs, namely
absolutely continuous beliefs, and vertex-supported beliefs.
Finally, we provide some numerical experiments.
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MS76

ROC++: Robust Optimization in C++

We propose ROC++, an open-source C++-based plat-
form for automatic robust optimization, applicable to a
wide array of single- and multi-stage robust problems
with both exogenous and endogenous uncertain parame-
ters, that is easy to both use and extend. It also applies
to certain classes of stochastic programs involving contin-
uously distributed uncertain parameters and endogenous
uncertainty. Our platform naturally extends existing off-
the-shelf deterministic optimization platforms and offers
ROPy, a Python interface in the form of a callable li-
brary, and the ROB file format for storing and sharing
robust problems. We showcase the modeling power of
ROC++ on several decision-making problems of practical
interest. Our platform can help streamline the modeling
and solution of stochastic and robust optimization prob-
lems for both researchers and practitioners. It comes with
detailed documentation to facilitate its use and expansion.
The latest version of ROC++ can be downloaded from

https://sites.google.com/usc.edu/robust-opt-cpp/.
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MS76

Embedding Implicit Function Solvers in Nonlinear
Optimization Algorithms

Implicit functions have long been used to formulate non-
linear local optimization problems. Applications have
typically been either to scalar-valued functions such as
Helmholtz equations of state (e.g. [Eslick et al, Applied
Energy, 2022]) or the entire system of equality constraints,
as in sequential PDE-constrained optimization [Heinken-
schloss, Rice University Tech. Report, 2008]. However,
recent work has demonstrated convergence reliability ben-
efits with a modest computational penalty of implicit func-
tion formulations between these two extremes [Parker et al,
Comp. Chem. Eng., 2022]. Here, we present the software
that has made these implicit function formulations possi-
ble, some details of our implementation, and benchmarks
on a small suite of test problems. Our implicit function for-
mulation leverages PyNumero, a Pyomo extension for the
implementation of nonlinear local optimization algorithms,
to define parametric square systems of equations for fast
re-solves during the optimization algorithm. An impor-
tant implementation detail is the exploitation of sparsity
in derivative evaluations. We implement both sparse and
dense implicit function derivatives and compare runtimes
between the implementations. Finally, we benchmark our
implementation on a small suite of test problems from
chemical engineering, comparing runtimes and convergence
reliability between a full-space formulation and several con-
figurations of implicit function formulations.

Robert B. Parker
Los Alamos National Laboratory
rbparker@lanl.gov

Bethany Nicholson
Sandia National Laboratories
blnicho@sandia.gov

John D. Siirola
Sandia National Laboratories
Exploratory Simulation Technologies
jdsiiro@sandia.gov

Carl Laird, Larry Biegler
Carnegie Mellon University
claird@andrew.cmu.edu, biegler@cmu.edu

MS76

OMLT: Optimization & Machine Learning Toolkit

This talk presents the optimization and machine learning
toolkit (github.com/cog-imperial/OMLT, OMLT 1.0), an
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open-source software package enabling optimization over
high-level representations of neural networks (NNs) and
gradient-boosted trees (GBTs) [Ceccon et al., 2022]. Opti-
mizing over trained surrogate models allows integration of
NNs or GBTs into larger decision-making problems. Com-
puter science applications include maximizing a neural ac-
quisition function [Volpp et al., 2020] and verifying neural
networks [Botoeva et al., 2020]. Engineering applications
can utilize black-box optimization or hybridize mechanis-
tic, model-based optimization with data-driven surrogates
[Bhosekar and Ierapetritou, 2018]. OMLT 1.0 supports
GBTs through an ONNX (github.com/onnx/onnx) inter-
face and NNs through both ONNX and Keras [Chollet et
al., 2015.] interfaces. OMLT transforms pre-trained ma-
chine learning models into Pyomo [Bynum et al., 2021]
to encode optimization formulations. The literature often
presents different optimization formulations as competi-
tors, e.g. our partition-based formulation competes with
big-M for ReLU [Tsay et al., 2021]. In OMLT, compet-
ing optimization formulations become alternative choices
for users. We demonstrate applications of OMLT by ap-
plying it to case studies including neural network verifi-
cation, autothermal reformer optimization, and Bayesian
optimization.
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MS77

Learning for Optimization Under Uncertainty

We propose a data-driven method to automatically learn
the uncertainty sets in robust optimization. Our technique
relies on differentiating the solution of robust optimization
problems with respect to the parameters of the uncertainty
set. By applying gradient-based methods, we resize and
reshape the uncertainty sets to better conform to the un-
derlying distribution. Our approach is very flexible it can

learn a wide variety of uncertainty sets while preserving
tractability and out of sample guarantees. Numerical ex-
periments in portfolio optimization, optimal control, and
inventory management show that our method outperforms
traditional approaches in robust optimization in terms of
out of sample performance and execution time.
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MS77

On the Interface of Robust Optimization and Al-
gorithmic Fairness

Algorithms are now routinely used to make consequential
decisions that affect human lives. While algorithms em-
power us to harness all information hidden in vast data,
they may inadvertently amplify existing biases in the avail-
able datasets. This concern has sparked increasing interest
in fair machine learning, which aims to quantify and mit-
igate algorithmic discrimination. We propose a distribu-
tionally robust logistic regression model with an unfairness
penalty that prevents discrimination with respect to sen-
sitive attributes. This model is equivalent to a tractable
convex optimization problem if a Wasserstein ball centered
at the empirical distribution on the training data is used
to model distributional uncertainty. We also derive lin-
ear programming-based confidence bounds on the level of
the unfairness of any pre-trained classifier by leveraging
techniques from optimal uncertainty quantification over
Wasserstein balls. Finally, we use ideas from the theory of
optimal transport to propose a statistical hypothesis test
for detecting unfair classifiers. The test statistic quanti-
fies the distance of the empirical distribution supported on
the test samples to the manifold distributions that render a
pre-trained classifier fair. We develop a rigorous hypothesis
testing mechanism for assessing the equalized loss fairness
of any pre-trained logistic classifier.
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Mean Robust Optimization

Robust optimization is a tractable and expressive technique
for decision-making under uncertainty, but it can lead to
overly conservative decisions when pessimistic assumptions
are made on the uncertain parameters. Wasserstein distri-
butionally robust optimization can reduce conservatism by
being data-driven, but it often leads to very large prob-
lems with prohibitive solution times. We introduce mean
robust optimization, a general framework that combines
the best of both worlds by providing a trade-off between
computational effort and conservatism. We propose un-
certainty sets constructed based on clustered data rather
than on observed data points directly thereby significantly
reducing problem size. By varying the number of clusters,
our method bridges between robust and Wasserstein dis-
tributionally robust optimization. We show finite-sample
performance guarantees and explicitly control the potential
additional pessimism introduced by any clustering proce-
dure. In addition, we prove conditions for which, when
the uncertainty enters linearly in the constraints, cluster-
ing does not affect the optimal solution. We illustrate the
efficiency and performance preservation of our method on
several numerical examples, obtaining multiple orders of
magnitude speedups in solution time with little-to-no ef-
fect on the solution quality.
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MS78

Equivariant and Coordinate-Free Machine Learn-
ing

Units equivariance is the exact symmetry that follows from
the requirement that relationships among measured quan-
tities of physics relevance must obey self-consistent di-
mensional scalings. Here, we employ dimensional analysis
and ideas from equivariant machine learning to provide a
two stage learning procedure for units-equivariant machine
learning. For a given learning task, we first construct a di-
mensionless version of its inputs using classic results from
dimensional analysis, and then perform inference in the
dimensionless space. Our approach can be used to im-
pose units equivariance across a broad range of machine
learning methods which are equivariant to rotations and
other groups. We discuss the in-sample and out-of-sample
prediction accuracy gains one can obtain in contexts like
symbolic regression and emulation, where symmetry is im-
portant. We illustrate our approach with simple numerical
examples involving dynamical systems in physics and ecol-

ogy.
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MS78

Undecidability of Weighted Graph Homomorphism
Density Inequalities

Many problems and conjectures in extremal combina-
torics concern polynomial inequalities between homomor-
phism densities of graphs, where we allow edges to have
real weights. Using the theory of graph limits, we can
equivalently evaluate polynomial expressions in homomor-
phism densities on ¡em¿kernels¡/em¿ W , i.e., symmetric,
bounded, and measurable functions W from [0, 1]2 → R.
In 2011, Hatami and Norin proved a fundamental result
that it is undecidable to determine the validity of polyno-
mial inequalities in homomorphism densities for graphons
(i.e., the case where the range of W is [0, 1], which cor-
responds to unweighted graphs, or equivalently, to graphs
with edge weights between 0 and 1). The corresponding
problem for more general sets of kernels, e.g., for all ker-
nels or for kernels with range [−1, 1], remains open. For
any a > 0, we show undecidability of polynomial inequal-
ities for any set of kernels which contains all kernels with
range {0, a}. This result also answers a question raised by
Lovsz about finding computationally effective certificates
for the validity of homomorphism density inequalities in
kernels.
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Optimal self-concordant barriers for quantum rel-
ative entropies

Quantum relative entropies are jointly convex functions of
two positive definite matrices (of the same size) that gen-
eralize the Kullback-Leibler divergence and arise naturally
in quantum information theory. Self-concordant barriers
are well-behaved barrier functions on a convex cones that
are a key ingredient in efficient interior point methods for
solving conic optimisation problems with respect to that
cone. In this talk, I’ll discuss recent work that establishes
the self-concordance of natural barrier functions for the
epigraphs of various quantum relative entropies and di-
vergences. Furthermore we show that these barriers have
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optimal barrier parameter (a measure of complexity of the
barrier). The techniques we develop extend to give optimal
self-concordant barriers for various closed convex cones re-
lated to the noncommutative perspectives of operator con-
cave functions.
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Multifidelity Deep Neural Operators for Efficient
Learning of Partial Differential Equations with Ap-
plication to Fast Inverse Design of Nanoscale Heat
Transport

Deep neural operators can learn operators mapping be-
tween infinite-dimensional function spaces via deep neural
networks and have become an emerging paradigm of sci-
entific machine learning. However, training neural opera-
tors usually requires a large amount of high-fidelity data,
which is often difficult to obtain in real engineering prob-
lems. Here we address this challenge by using multifidelity
learning, i.e., learning from multifidelity data sets. We
develop a multifidelity neural operator based on a deep op-
erator network (DeepONet). A multifidelity DeepONet in-
cludes two standard DeepONets coupled by residual learn-
ing and input augmentation. Multifidelity DeepONet sig-
nificantly reduces the required amount of high-fidelity data
and achieves one order of magnitude smaller error when us-
ing the same amount of high-fidelity data. We apply a mul-
tifidelity DeepONet to learn the phonon Boltzmann trans-
port equation (BTE), a framework to compute nanoscale
heat transport. By combining a trained multifidelity Deep-
ONet with genetic algorithm or topology optimization, we
demonstrate a fast solver for the inverse design of BTE
problems.
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The Evolutionary Deep Operator Neural Network
with Sav(edonns) and Its Application on Solving
Gradient-Flow Problem

Energy-Dissipative Evolutionary Deep Operator Neural
Network is an operator learning neural network. It is de-
signed to seek numerical solutions for a class of partial
differential equations instead of a single partial differential
equation, such as partial differential equations with dif-
ferent parameters or different initial conditions. In order
to preserve essential physical properties of PDEs, such as
the Energy Dissipation Law, we adopt a scalar auxiliary
variable approach to generate the minimization problem.
It introduces modified energy and enables unconditional

energy dissipation law at the discrete level. By taking the
parameter as a function of the time t variable, this network
can predict the accurate solution at any other time by feed-
ing data only at the initial state. The data needed can be
generated by the initial conditions, which are readily avail-
able. In order to validate the accuracy and efficiency of our
neural networks, we provide numerical simulations of sev-
eral partial differential equations, including heat equations,
parametric heat equations, and Allen-Cahn equations.
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Performance estimation of first-order methods ap-
plied to convex optimization problems involving
linear mappings

In this work, we consider convex optimization problems
involving linear mappings, such as those whose objective
function includes compositions of the type f(Ax), or which
feature linear constraints such as Ax = b. First-order
methods designed to tackle these problems will typically
exploit their specific structure and will need to compute
at each iteration products of iterates by matrices A and
AT . Our goal is to identify the worst-case behavior of such
first-order methods, based on the Performance Estimation
Problem (PEP) methodology. We derive interpolation con-
ditions that allow the use of linear operators A and AT

within the first-order algorithms to be studied using PEP.
We cover both the symmetric and nonsymmetric cases and
allow bounds on the spectrum of these operators (lower
and upper bounds on the eigenvalues in the symmetric
case, maximum singular value in the nonsymmetric case).
As a byproduct we also obtain interpolation conditions for
the class of convex quadratic functions. Using these tech-
niques, we compute several tight worst-case convergence
rates, including that of the gradient method applied to the
minimization of f(Ax) and that of the Chambolle-Pock al-
gorithm.
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MS80

Continuous-Time Analysis of AGM Via Conserva-
tion Laws in Dilated Coordinate Systems

We analyze continuous-time models of accelerated gra-
dient methods through deriving conservation laws in di-
lated coordinate systems. Namely, instead of analyz-
ing the dynamics of X(t), we analyze the dynamics of
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W (t) = tα(X(t) − Xc) for some α and Xc and derive a
conserved quantity, analogous to physical energy, in this
dilated coordinate system. Through this methodology, we
recover many known continuous-time analyses in a stream-
lined manner and obtain novel continuous-time analyses for
OGM-G, an acceleration mechanism for efficiently reducing
gradient magnitude that is distinct from that of Nesterov.
Finally, we show that a semi-second-order symplectic Euler
discretization in the dilated coordinate system leads to an
O(1/k2) rate on the standard setup of smooth convex min-
imization, without any further assumptions such as infinite
differentiability.
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Automated tight Lyapunov analysis for first-order
methods

We present a methodology for establishing the existence of
quadratic Lyapunov inequalities for a wide range of first-
order methods used to solve convex optimization problems.
In particular, we consider i) classes of optimization prob-
lems of finite-sum form with (possibly strongly) convex
and possibly smooth functional components, ii) first-order
methods that can be written as a linear system on state-
space form in feedback interconnection with the subdiffer-
entials of the functional components of the objective func-
tion, and iii) quadratic Lyapunov inequalities that can be
used to draw convergence conclusions. We provide a neces-
sary and sufficient condition for the existence of a quadratic
Lyapunov inequality that amounts to solving a small-sized
semidefinite program. We showcase our methodology on
several first-order methods that fit the framework. Most
notably, our methodology allows us to significantly extend
the region of parameter choices that allow for duality gap
convergence in the Chambolle–Pock method when the lin-
ear operator is the identity mapping.
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Differentiable Optimization over Polytopes

We discuss a new technique for differentiable optimization
with polytope constraints.
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Leveraging ”Partial” Smoothness for Faster Con-
vergence in Nonsmooth Optimization

First-order methods in nonsmooth optimization are of-
ten described as ”slow.” I will present a (locally) acceler-
ated first-order method that violates this perception. The
method converges linearly on ”generic” nonsmooth opti-
mization problems. The key insight is that nonsmooth
functions are often ”partially” smooth in useful ways.
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Identifiability, the KL Property in Metric Spaces,
and Subgradient Curves

Identifiability, and the closely related idea of partial
smoothness, unify classical active set methods and more
general notions of solution structure. Diverse optimiza-
tion algorithms generate iterates in discrete time that are
eventually confined to identifiable sets. We present two
fresh perspectives on identifiability. The first distills the
notion to a simple metric property, applicable not just
in Euclidean settings but to optimization over manifolds
and beyond; the second reveals analogous continuous-time
behavior for subgradient descent curves. The Kurdyka-
Lojasiewicz property typically governs convergence in both
discrete and continuous time: we explore its interplay with
identifiability.
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Sparse Regression and PCA via Polynomial Roots
by Kevin Shu

Sparse regression and sparse PCA are fundamental prob-
lems of applied mathematics. We will introduce a heuristic
approach to these problems which relates solutions to these
problems to the zeros of sparse versions of the determinant
polynomial. We will make connections between these ideas,
hyperbolic polynomials and determinantal point processes.
We will also describe a fast algorithm based on this ap-
proach that matches other popular heuristics in time and
performance on real instances of these problems.
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Reducing Non-Negativity Over General Semialge-
braic Sets to Non-Negativity Over Simple Sets

A non-negativity certificate (NNC) is a way to write a poly-
nomial so that its non-negativity on a semialgebraic set
becomes evident. Positivstellenstze (Pstze) guarantee the
existence of NNCs. Both, NNCs and Pstze underlie pow-
erful algorithmic techniques for optimization. We propose
a universal approach to derive new Pstze for general semi-
algebraic sets from ones developed for simpler sets, such as
a box, a simplex, or the non-negative orthant. We provide
several results illustrating the approach. First, by consider-
ing Handelman’s Positivstellensatz (Psatz) over a box, we
construct non-SOS Schmdgen-type Pstze over any compact
semialgebraic set. That is, a family of Pstze that follow
the structure of the fundamental Schmdgen’s Psatz, but
where instead of SOS polynomials, any class of polynomi-
als containing the non-negative constants can be used, such
as SONC, DSOS/SDSOS, hyperbolic or sums of AM/GM
polynomials. Second, by considering the simplex as the
simple set, we derive a sparse Psatz over general compact
sets, which does not require any structural assumptions,
such as the running intersection property. Finally, by con-
sidering Plya’s Psatz over the non-negative orthant, we
derive a new non-SOS Psatz over unbounded sets which
satisfy some generic conditions.
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MS84

Softmax Policy Gradient Methods Can Take Expo-
nential Time to Converge

The softmax policy gradient (PG) method, which per-
forms gradient ascent under softmax policy parameteri-
zation, is arguably one of the de facto implementations
of policy optimization in modern reinforcement learning.
For ?-discounted infinite-horizon tabular Markov decision
processes (MDPs), remarkable progress has recently been
achieved towards establishing global convergence of soft-
max PG methods in finding a near-optimal policy. How-
ever, prior results fall short of delineating clear dependen-
cies of convergence rates on salient parameters such as the
cardinality of the state space S and the effective horizon

1
1−γ

, both of which could be excessively large. In this pa-
per, we deliver a pessimistic message regarding the iter-
ation complexity of softmax PG methods, despite assum-
ing access to exact gradient computation. Specifically, we
demonstrate that the softmax PG method with stepsize η
can take

1

η
|S|2

Ω( 1
1−γ

)

iterations

to converge, even in the presence of a benign policy initial-
ization and an initial state distribution amenable to explo-
ration (so that the distribution mismatch coefficient is not
exceedingly large). This is accomplished by characteriz-
ing the algorithmic dynamics over a carefully-constructed
MDP containing only three actions. Our lower bound hints
at the necessity of carefully adjusting update rules or en-
forcing proper regularization in accelerating PG methods.
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MS84

Global Convergence Conditions for Policy Gradient
Methods with Low-dimensional Features

We use examples and analyses to demonstrate the following
novel results. First, we show that there exist problems in
one-state Markov decision processes (MDPs), where stan-
dard policy gradient (PG) methods with low-dimensional
features converge to globally optimal policy while reward
is not linearly realizable. Second, we show that approxi-
mation error is not sufficient to tell whether global conver-
gence is achievable or not for standard PG. Third, we show
that global convergence conditions are algorithm depen-
dent concepts. Fourth, we provide analyses and evidences
for global convergence conditions using PG and natural PG
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methods.
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O(T−1) Convergence of Optimistic-Follow-the-
Regularized-Leader in Two-Player Zero-Sum
Markov Games

We prove that optimistic-follow-the-regularized-leader
(OFTRL), together with smooth value updates, finds an
O(T−1)-approximate Nash equilibrium in T iterations for
two-player zero-sum Markov games with full information.
This improves the Õ(T−5/6) convergence rate recently
shown in the paper Zhang et al (2022). The refined anal-
ysis hinges on two essential ingredients. First, the sum
of the regrets of the two players, though not necessarily
non-negative as in normal-form games, is approximately
non-negative in Markov games. This property allows us to
bound the second-order path lengths of the learning dy-
namics. Second, we prove a tighter algebraic inequality
regarding the weights deployed by OFTRL that shaves an
extra log T factor. This crucial improvement enables the
inductive analysis that leads to the final O(T−1) rate.
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Stall Economy: The Value of Mobility in Retail on
Wheels

Urban open space emerges as a new territory to em-
brace retail innovations. Selling products in public spaces
with wheeled stalls can potentially become ubiquitous in
our future cities. Transition into such a ”stall economy”
paradigm is being spurred by the rapidly advancing self-
driving technologies. Motivated by this transformation,
this paper provides models, theory, and insights of spatial
queueing systems in which one server moves around to meet
mobile customers/machines and in which the ”last 100 me-
ters” is expensive. Specifically, we study two service modes
i) on-demand, first-come-first-served, and ii) spatially and
temporally pooling customer demands. In particular, for
the on-demand mode, we propose and solve a ”Rendezvous
Problem” to analytically characterize the spatial distribu-
tion of the stall-customer meeting locations. We also pro-
pose a stylized joint truck-stall routing model to capture
the inventory replenishment operations. Our main find-
ing is that the stall economy potentially profits more than
stationary retail, not only because of the mobility of stalls
for providing proximity to customers, but also because of
its operational flexibilities that allow for avoiding the ”last
100 meters” and pooling demands. In a broader sense,
this work looks toward an expanded scope of future retail
empowered by self-driving technologies.

Junyu Cao
UT Austin
junyu.cao@mccombs.utexas.edu

Wei Qi
Tsinghua University
qiw@tsinghua.edu.cn

MS85

Provably Good Region Partitioning for On-Time
Last-Mile Delivery

On-time last-mile delivery is expanding rapidly as peo-
ple expect faster delivery of goods ranging from grocery
to medicines. Managing on-time delivery systems is chal-
lenging because of the underlying uncertainties and com-
binatorial nature of the routing decision. In practice, the
efficiency of such systems also hinges on the driver’s fa-
miliarity with the local neighborhood. This paper stud-
ies the optimal region partitioning policy to minimize the
expected delivery time of customer orders in a stochastic
and dynamic setting. We allow both the order locations
and on-site service times to be random and generally dis-
tributed. This policy assigns every driver to a subregion,
hence making sure drivers will only be dispatched to their
own territories. We characterize the structure of the op-
timal partitioning policy and show its expected on-time
performance converges to that of the flexible dispatching
policy in heavy traffic. The optimal characterization fea-
tures two insightful conditions that are critical to the on-
time performance of last-mile delivery systems. We then
develop partitioning algorithms with performance guaran-
tees, leveraging ham sandwich cuts and 3-partitions from
discrete geometry. This algorithmic development can be
of independent interest for other logistics problems. We
demonstrate the efficiency of the proposed region parti-
tioning policy via numerical experiments using synthetic
and real-world data sets.

Sheng Liu
University of Toronto
shg.liu@rotman.utoronto.ca

MS86

An Inexact Trust-Region Algorithm for Nons-
mooth Nonconvex Optimization

In this talk, we develop a new trust-region method to min-
imize the sum of a smooth nonconvex function and a non-
smooth convex function. Our method is unique in that
it permits and systematically controls the use of inexact
objective function and derivative evaluations. We prove
global convergence of our method in Hilbert space and
analyze the worst-case complexity to reach a prescribed
tolerance. Our method employs the proximal mapping of
the nonsmooth objective function and is simple to imple-
ment. Moreover, when using a quadratic Taylor model, our
algorithm is a matrix-free proximal Newton-type method
that permits indefinite Hessians. We demonstrate the ef-
ficiency of our algorithm on various examples from PDE-
constrained optimization.

Drew P. Kouri
Optimization and Uncertainty Quantification
Sandia National Laboratories
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MS86

Gnflow: Fast Reinforcement Learning with Auto-
matic Hyperparameter Tuning

Reinforcement learning (RL) seeks to develop an optimal
policy through which an agent can interact with their en-
vironment to maximize their cumulative reward. In high
dimensions, the policy is given by a function approxima-
tor, which is learned by solving a complicated stochastic
optimization problem. In this talk, we propose a new algo-
rithm, Gauss-Newton Flow (GNflow), to make RL policy
learning easier. GNflow incorporates second-order informa-
tion to accelerate training and leverages recently-developed
iterative sampling methods to automatically select hyper-
parameters and train more robustly. We will support our
method empirically using some classic RL control exam-
ples.
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MS86

Implicit Learning of Nash Equilibria for Contextual
Games

We study the problem of predicting the outcome of a con-
textual game, given only the context, and assuming that
the player’s cost functions are unknown. We use the im-
plicit networks framework to phrase this as a learning prob-
lem using historical data consisting of pairs of context and
game outcomes. Using several ”tricks” (e.g. Davis-Yin
operator splitting, constraint decoupling) we improve the
efficiency of this scheme to the extent that it can be read-
ily applied to large games with complicated constraint sets.
Numerical experiments show the efficacy of this approach
on a collection of real-world traffic routing problems.

Samy Wu Fung
Colorado School of Mines
swufung@mines.edu

MS87

Branch-and-Price for Multistage Stochastic Mixed-
Integer Nonlinear Programs with Discrete State
Variables

Stochastic programming provides a natural framework for
modeling sequential optimization problems under uncer-
tainty; however, the efficient solution of large-scale multi-
stage stochastic programs remains a challenge, especially
in the presence of discrete decisions and nonlinearities as

well as long planning horizons and large numbers of scenar-
ios. In this work, we consider multistage stochastic mixed-
integer nonlinear programs (MINLPs) with discrete state
variables, which exhibit a decomposable structure that al-
lows its solution using a branch-and-price approach. Fol-
lowing a Dantzig-Wolfe reformulation, we apply column
generation such that each pricing subproblem is an MINLP
of much smaller size, making it more amenable to exact
MINLP solvers. In addition, the mutual independence of
the resulting subproblems allows for parallel computation,
which significantly reduces the solution time. Several case
studies of practical relevance are used to demonstrate the
effectiveness of the proposed decomposition algorithm over
solving the full-space model.

Qi Zhang, Tushar Rathi
University of Minnesota
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MS87

Markov Chain-Based Policies for Multi-Stage
Stochastic Integer Linear Programming

We introduce a novel aggregation framework to address
multi-stage stochastic programs with mixed-integer state
variables and continuous local variables (MSILPs). Our
aggregation framework imposes additional structure to the
integer state variables by leveraging the information of
the underlying stochastic process, which is modeled as a
Markov chain (MC). We present a novel branch-and-cut
algorithm integrated with stochastic dual dynamic pro-
gramming as an exact solution method to the aggregated
MSILP, which can also be used in an approximation form to
obtain dual bounds and implementable feasible solutions.
Moreover, we apply two-stage linear decision rule (2SLDR)
approximations and propose MC-based variants to obtain
high-quality decision policies with significantly reduced
computational effort. We test the proposed methodologies
in a novel MSILP model for hurricane disaster relief logis-
tics planning. Our empirical evaluation compares the effec-
tiveness of the various proposed approaches and analyzes
the trade-offs between policy flexibility, solution quality,
and computational effort. Specifically, the 2SLDR approx-
imation yields provable near-optimal solutions for our test
instances supported by the proposed bounding procedure.
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MS87

On the Value of Multistage Risk-Averse Stochastic
Facility Location with or without Prioritization

We consider a multiperiod stochastic capacitated facility
location problem under uncertain demand and budget. We
formulate a multistage stochastic integer program to dy-
namically locate facilities in each period and compare it
with a two-stage approach that determines the facility lo-
cations upfront. When the budget is also uncertain, a pop-
ular modeling framework is to prioritize the candidate sites.
In the two-stage model, the priority list is decided in ad-
vance and fixed through all periods, while in the multi-
stage model, the priority list can change adaptively. Using
expected conditional risk measures, we derive tight lower
bounds for the gaps between the optimal objective val-
ues of risk-averse multistage and two-stage models in both
settings with and without prioritization. Moreover, we
propose approximation algorithms to efficiently solve risk-
averse problems without prioritization, which are asymp-
totically optimal under an expanding market assumption.
We also design a set of super-valid inequalities for risk-
averse problems with prioritization to reduce computa-
tional time. We conduct numerical studies to demonstrate
the tightness of the analytical bounds and efficacy of the
approximation algorithms and prioritization cuts. We find
that the gaps between risk-averse multistage and two-stage
models increase as the variations of the uncertain parame-
ters increase, and stagewise-dependent scenario trees attain
much higher gaps than the stagewise-independent ones.

Xian Yu
Department of Integrated Systems Engineering
The Ohio State University
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MS88

Constraint programming models for optimal qubit
assignment and swap-based routing

Due to the connectivity limitations of gate model quantum
devices, logical quantum circuits must first be compiled to
target hardware before they can be executed. Typically,
this compilation process involves the efficient insertion of
swap gates into the logical circuit, often increasing the
depth of the circuit, achieved by solving a so-called qubit
assignment and routing problem. Recently, a number of
integer linear programming (ILP) models have been pro-
posed for solving the qubit assignment and routing prob-
lem. These models encode the objective function and con-
straints of the problem, and leverage the use of automated
solver technology to find hardware-compliant quantum cir-
cuits. In this work, we propose constraint programming
(CP) models for the same problem, and conduct an em-
pirical analysis of our approaches, comparing their perfor-
mance against ILP for both linear and two-dimensional lat-

tice quantum devices. Our empirical analysis indicate the
promise of CP technology for this important application,
demonstrating strong performance with respect to both so-
lution quality and runtime.

Kyle Booth
Amazon Quantum Solutions Lab
kybooth@amazon.com

MS89

Blessing of Nonconvexity in Factorized Models

Factorized models, from low-rank matrix recovery to deep
neural networks, play a central role in many modern ma-
chine learning problems. Despite their widespread applica-
tions, problems based on factorized models are deemed dif-
ficult to solve in their worst case due to their inherent non-
convexity. Our talk is inspired by the recent observations
in the optimization and machine learning communities that
many realistic and practical instances of factorized models
are far from their worst case scenarios. We study a natural
nonconvex and nonsmooth formulation of two prototypical
factorized models, namely low-rank matrix factorization
and deep linear regression. On the negative side, we show
that these problems do not have a benign landscape: with
high probability, there always exists a true solution that is
not a global minimum of the loss function. However, on the
positive side, we show that a simple subgradient method
with small initialization is oblivious to such problematic
solutions; instead, it converges to a balanced solution that
is not only close to the ground truth but also enjoys a flat
local landscape.

Salar Fattahi, Jianhao Ma
University of Michigan
fattahi@umich.edu, jianhao@umich.edu

MS89

A Randomized Algorithm for Nonconvex Mini-
mization with Inexact Evaluations and Complexity
Guarantees

We consider minimization of a smooth nonconvex func-
tion with inexact oracle access to gradient and Hessian
(but not function value) to achieve (εg, εH)-approximate
second-order optimality. A novel feature of our method is
that if an approximate direction of negative curvature is
chosen as the step, we choose the direction of the move
(positive or negative) with equal probability. We also use
relative inexactness measures on gradient and Hessian and
relax the coupling between the first- and second-order tol-
erances εg and εH . Our convergence analysis includes both
an expectation bound based on martingale analysis and a
high-probability bound based on concentration inequali-
ties. We apply our algorithm to empirical risk minimiza-
tion problems and obtain gradient sample complexity that
improves over previous works.

Shuyao Li
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MS89

Nonconvexity of Sparsity Promoting Functions

The essence of sparse modeling is to adopt proper bases or
transforms for multiscale representation of data and then
to impose sparsity regularization of data under a basis
or a transform, by designing sparsity promoting functions
(SPFs). Sparsity promoting functions serve as a key ingre-
dient for the sparse modeling. In this talk, we first briefly
review some existing SPFs. We particularly focus on SPFs
that are the ratio of the L1 and L2 norms and its variants.
We then present algorithms for the applications of these
SPFs in compressive sensing.

Lixin Shen
Mathematics Department, Syracuse University
lshen03@syr.edu

MS90

On Nonsmooth Mean Field Games with Control
and State Constraints

The talk is devoted to noncooperative games with con-
straints on the controls and the states, and their limiting
behaviour for infinitely many players. At first, we are in-
terested with analysing an N-player differential game prob-
lem, in a control-based framework, in which all players in-
teract through a mean field term. This model consists of
minimising a nonsmooth cost functional for each individ-
ual player subject to a time-independent differential equa-
tion. We assume couplings to appear in the objectives and
the controlled dynamics. Also, we provide an existence
result of Nash equilibria and first-order optimality condi-
tions. Next, we address the state constraints and the non-
smoothness of the objectives by using Moreau–Yosida and
Huber–type regularisations, respectively. Then, we inves-
tigate the limit to infinitely many players and show exis-
tence of solution (mean field equilibrium) via a fixed-point
approach. Afterwards, we make the connection between
equilibrium of the resulting constrained mean field game
and equilibria in the finite N-player game, namely approx-
imate Nash equilibria.

Sarah Essadi, Michael Hintermueller
Weierstrass Institute for Applied Analysis and Stochastics
essadi@wias-berlin.de, hintermueller@wias-berlin.de

MS90

Randomized Methods for Nonsmooth and Noncon-
vex Federated Optimization

Federated learning (FL) is a decentralized optimization
framework that allows for training from a multitude of
private and possibly, heterogenous datasets. In this talk,
we consider the development of zeroth-order FL meth-
ods for nonsmooth and hierarchical stochastic optimiza-
tion problems. To this end, first we devise new random-
ized zeroth-order local stochastic gradient descent (SGD)
methods where we leverage a randomized smoothing tech-
nique to approximate the subgradients of the nonsmooth

local objectives. We provide convergence theory for the
strongly convex, convex, and nonconvex cases. In the sec-
ond part, motivated by the need for addressing hyperpa-
rameter optimization in FL, we consider federated bilevel
stochastic optimization problems. We devise a class of ran-
domized smoothing-enabled zeroth-order local-SGD meth-
ods and derive new performance guarantees. Preliminary
numerical results will be presented.

Yuyang Qiu
Rutgers University
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MS90

Structural Estimation of Markov Decision Pro-
cesses in High-Dimensional State Space with
Finite-Time Guarantees

We consider the task of estimating a structural model of
dynamic decisions by a human agent based upon the ob-
servable history of implemented actions and visited states.
This problem has an inherent nested structure: in the in-
ner problem, an optimal policy for a given reward function
is identified while in the outer problem, a measure of fit is
maximized. Several approaches have been proposed to al-
leviate the computational burden of this nested-loop struc-
ture, but these methods still suffer from high complexity
when the state space is either discrete with large cardinality
or continuous in high dimensions. Other approaches in the
inverse reinforcement learning (IRL) literature emphasize
policy estimation at the expense of reduced reward esti-
mation accuracy. In this paper we propose a single-loop
estimation algorithm with finite time guarantees that is
equipped to deal with high-dimensional state spaces with-
out compromising reward estimation accuracy. In the pro-
posed algorithm, each policy improvement step is followed
by a stochastic gradient step for likelihood maximization.
We show that the proposed algorithm converges to a sta-
tionary solution with a finite-time guarantee. Further, if
the reward is parameterized linearly, we show that the al-
gorithm approximates the maximum likelihood estimator
sublinearly. Finally, by using MuJoCo and their transfer
settings, we show the proposed algorithm achieves supe-
rior performance compared with IRL and imitation learn-
ing benchmarks.

Siliang Zeng
University of Minnesota
zeng0176@umn.edu

MS91

Modernization of a Nonlinear Least-Squares Al-
gorithm Operated for Short-Term Electricity De-
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mand Forecast in Qubec

An accurate forecast of electricity consumption is at the
hearth of the operations of Hydro-Qubec, the main sup-
plier of electricity in Qubec. Short-term demand is es-
timated with a parametric model whose parameters are
calibrated by nonlinear least squares, using a Fortran 77
library. While this model has been successfully applied
for more than thirty years, its maintenance is increasingly
more complicated, posing the need to modernize it. We
present a reimplementation of the least-squares optimiza-
tion method in Julia, which offers more reliabilty and read-
ability compared to the original library. We discuss the un-
derlying mathematical aspects of the algorithm and com-
pare the results and performance of our implementation to
the Fortran 77 algorithm version. In order to do so, we
performed several numerical experiments on test problems
using models currently operated by Hydro-Qubec. The
preliminary result show very good agreement with respect
to the intermediate results and the final ouptuts.
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MS91

Applications of Interior Point Methods: From
Sparse Approximations to Discrete Optimal Trans-
port

A variety of problems in modern applications of optimiza-
tion require a selection of a ’sparse’ solution, a vector
with preferably few nonzero entries. Such problems may
originate from very different applications in computational
statistics, signal or image processing or compressed sensing,
finance, machine learning and discrete optimal transport,
to mention just a few. Sparse approximation problems are
often solved with dedicated and highly specialised first-
order methods of optimization. In this talk I will argue
that these problems may be very efficiently solved by in-
terior point methods. This is joint work with: Valentina
De Simone, Daniela di Serafino, Spyros Pougkakiotis and
Marco Viola

Jacek Gondzio
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Stochastic Inexact Newton Methods for Nonlinear

Least-Squares and Systems

We address the solution of large-scale nonlinear least-
squares problems and nonlinear systems using linesearch
Inexact Newton methods with random models. The pro-
cedures proposed belong to the class of stochastic Gauss-
Newton type methods for the least-squares problems and
to the class of stochastic Newton methods for the nonlin-
ear systems. We discuss both the construction of random
models that can greatly reduce the computational effort of
the solvers while retaining convergence guarantees, and the
computation of trial steps via iterative linear solvers. The
approximation of the derivatives is performed by sampling
on matrix multiplication or by sampling for sparsification.
Numerical validation is presented.
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MS92

Packing and Covering in Directed Graphs:
Progress Towards Woodall’s Conjecture

In any directed graph, the minimum size of a dijoin is equal
to the maximum number of disjoint dicuts. This is the cele-
brated Luccesi-Younger theorem and is even known to hold
in a weighted setting. However, by interchanging the roles
of dicuts and dijoins, we obtain the much more mysterious
Woodall’s conjecture, which asks: If the minimum size of
a dicut is k, are there always k pairwise disjoint dijoins?
This beautiful min-max conjecture has remained open for
50 years with little recent progress. It is known to be false
in the weighted setting, and is still open in various spe-
cial cases, such as when k = 3, or when the digraph is
planar. In this talk, I will discuss recent progress towards
Woodall’s conjecture. We show that for the purposes of
proving (or disproving) Woodall’s conjecture, it suffices to
consider only ‘bipartite’ digraphs satisfying certain degree
conditions. We use this to uncover connections to matroid
theory and prove, among other results, that in any optimal
fractional packing, at least one dijoin can be chosen to have
value 1.
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Noisy SGD: Stability, Privacy, and Mixing

This talk investigates the stability of (Noisy) Stochastic
Gradient Descent. Our stability results lead to the reso-
lution of problems in several different fields spanning op-
timization, sampling, and differentially private machine
learning. In this talk, we focus on two implications of this
growing body of work. First, we resolve the mixing time
of the Langevin Algorithm for log-concave sampling. Sec-
ond, we resolve the differential privacy of Noisy-SGD in
the fundamental setting of convex optimization.

Jason Altschuler
NYU
jason.altschuler@gmail.com

MS94

Recent Progress on Graphical Designs

Graphical designs are quadrature rules for graphs inspired
by spherical designs. These subsets of graph vertices have
beautiful connections to extremal combinatorics, coding
theory, polytopes, random walks, graph signal processing,
and more. This talk will explain the motivation for and
definition of graphical designs and explain some recent re-
sults on the topic.

Catherine Babecki
Department of Mathematics
University of Washington
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Mirror Langevin Monte Carlo: the Case Under
Isoperimetry

Motivated by the connection between sampling and
optimization, we study a mirror descent analogue of
Langevin dynamics and analyze three different discretiza-
tion schemes, giving nonasymptotic convergence rate under
functional inequalities such as Log-Sobolev in the corre-
sponding metric. Compared to the Euclidean setting, the
result reveals intricate relationship between the underly-
ing geometry and the target distribution and suggests that
care might need to be taken in order for the discretized
algorithm to achieve vanishing bias with diminishing step-
size for sampling from potentials under weaker smooth-
ness/convexity regularity conditions.

Qijia Jiang
Lawrence Berkeley National Lab
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MS95

Data-Driven Parameter Optimization for Some In-
verse Problems with Sparsity-Based Priors

In recent years, novel ideas have been applied to several
inverse problems in combination with machine learning ap-
proaches, to improve the inversion by optimally choosing

different parameters of interest. A fruitful approach in
this sense is bilevel optimization, where the inverse prob-
lems are considered as lower-level constraints, while on
the upper-level a loss function based on a training set
is used. When confronted with inverse problems with
sparsity-based regularizers, however, the bilevel optimiza-
tion problem structure becomes quite involved to be ana-
lyzed, as classical nonlinear or bilevel programming results
cannot be directly utilized. In this talk, I will discuss on a
strategy to overcome these difficulties, leading to a refor-
mulation of the bilevel problems as mathematical programs
with complementarity constraints. This enables to obtain
sharp first-order optimality conditions, but at the price of
lifting the problems to a higher dimension. Some ideas
on how to reduce the dimension of the problems back will
also be presented, together with the different challenges
that these problems pose, when dealing with large training
sets.

Juan Carlos De los Reyes
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MS95

Randomized Reconstruction in Medical Imaging

Medical image reconstruction is a critical tool in nuclear
medicine but with computational challenges that arise from
the size of imaging data, costs due to repeated projection
operations between the image and measured data spaces,
and other issues. Thus, there has been a significant interest
in accelerating these algorithms. In this work we investi-
gate the use of modern stochastic optimisation methodolo-
gies on reconstruction tasks in CT and PET on phantom
and clinical data. We study the use of differentiable and
non-differentiable priors, variance reduction, acceleration,
the impact of number of subsets, preconditioners, stepsizes,
and other optimisation parameters on the quality of recon-
structed solutions and convergence properties.

Zeljko Kereta
University College London
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MS95

An Arnoldi-based preconditioner for iterated
Tikhonov regularization

Many problems in science and engineering give rise to lin-
ear systems of equations that are commonly referred to as
large-scale linear discrete ill-posed problems. These prob-
lems arise for instance, from the discretization of Fredholm
integral equations of the first kind. The matrices that de-
fine these problems are typically severely ill-conditioned
and may be rank deficient. Because of this, the solu-
tion of linear discrete ill-posed problems may not exist
or be extremely sensitive to perturbations caused by er-
ror in the available data. These difficulties can be re-
duced by applying Tikhonov regularization. We describe
a novel ”approximate Tikhonov regularization method”
based on constructing a low-rank approximation to the
matrix in the linear discrete ill-posed problem by carry-
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ing out a few steps of the Arnoldi process. The iterative
method so defined is transpose-free. Our work is inspired
by Donatelli and Hanke whose approximate Tikhonov reg-
ularization method seeks to approximate a severely ill-
conditioned block-Toeplitz matrix with Toeplitz-blocks by
a block-circulant matrix with circulant-blocks. Computed
examples illustrate the performance of our proposed itera-
tive regularization method.
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MS96

An Exact Method for Nonlinear Network Flow In-
terdiction Problems

We study network flow interdiction problems with nonlin-
ear and nonconvex flow models. The resulting model is
a max-min bilevel optimization problem in which the fol-
lower’s problem is nonlinear and nonconvex. In this game,
the leader attacks a limited number of arcs with the goal
to maximize the load shed and the follower aims at min-
imizing the load shed by solving a transport problem in
the interdicted network. We develop an exact algorithm
consisting of lower and upper bounding schemes that com-
putes an optimal interdiction under the assumption that
the interdicted network remains weakly connected. The
main challenge consists of computing valid upper bounds
for the maximal load shed, whereas lower bounds can di-
rectly be derived from the follower’s problem. To compute
an upper bound, we propose solving a specific bilevel prob-
lem, which is derived from restricting the flexibility of the
follower when adjusting the load flow. This bilevel prob-
lem still has a nonlinear and nonconvex follower’s problem,
for which we then prove necessary and sufficient optimality
conditions. Consequently, we obtain equivalent single-level
reformulations of the specific bilevel model to compute up-
per bounds. Our numerical results show the applicability
of this exact approach using the example of gas networks.
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MS96

Preconditioned Proximal-TypeMethods for Bilevel
Optimisation

Bilevel problems have been traditionally solved through

either treating the inner problem as a constraint, and solv-
ing the resulting Karush-Kuhn-Tucker conditions using a
Newton-type solver; or by trivialising the inner problem
to its solution mapping. The latter approach in princi-
ple requires near-exact solution of the inner problem for
each outer iterate. Moreover, an adjoint equation typi-
cally needs to be solved to calculate the differential of the
inner problem solution mapping. Recently, intermediate
approaches have surfaced that solve the inner problem and
occasionally the adjoint as well to a low precision, and still
obtain some form of convergence. In this talk, we discuss
the linear convergence of methods based on taking inter-
leaved steps of proximal-type methods on both the inner
and outer problem, and computationally cheap steps for
the adjoint. We demonstrate numerical performance on
imaging applications. This is joint work with Ensio Suon-
per (University of Helsinki).

Tuomo Valkonen
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Levenberg-Marquardt Method for Bilevel Opti-
mization

We consider the bilevel optimization problem in a very gen-
eral setting, where the follower (or lower-level player) is
free to choose whatever optimal solution that they want if
their optimal solution set is not necessarily unique under
some choices of the leader (or upper-level player). As it is
well-known in the literature, this framework gives rise to
the optimistic and pessimistic bilevel optimization prob-
lems, as tractable decision-making setups. In this talk, we
consider both the optimistic and pessimistic scenarios of
the problem and use the lower-level optimal value function
reformulation to transform the followers problem into in-
equality constraints. We then discuss approaches to write
necessary optimality conditions of these problems, which
are amenable to tractable numerical methods. It turns out
that in each case, these optimality conditions can be rewrit-
ten as overdetermined systems of equations. We will there-
fore discuss smoothing and nonsmooth-types Levenberg-
Marquardt methods to solve these equations and report on
the very promising numerical results obtained.

Alain B. Zemkoho
School of Mathematics
University of Birmingham
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MS97

Bayesian Filtering Schemes to Estimate Time-
Varying Parameters in Dynamical Systems

Estimating and quantifying uncertainty in unknown sys-
tem parameters from limited data remains a challenging
inverse problem in many real-world applications. While
many methods focus on estimating constant parameters,
these problems can also include time-varying parameters
with unknown dynamics that often cannot be directly ob-
served. In this talk, we present novel Bayesian filtering
schemes to estimate unknown time-varying parameters in
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nonstationary inverse problems arising from deterministic
dynamical systems, and we demonstrate the capabilities of
these approaches with several computed examples.
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Worcester Polytechnic Institute
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MS97

Bayesian sparse optimization for large scale dictio-
nary learning

In recent years dictionary learning methods have been used
to solve inverse problems to bypass the evaluation of the
forward model in the traditional optimization algorithms.
When the dictionaries are large, and a sparse representa-
tion of the data in terms of the atoms is desired, computa-
tionally efficient sparse optimization algorithms are needed
to improve the performance. Some of these methods may
replace the original dictionary by a reduced one. Since
reduced dictionaries can represent the data only up to a
model reduction error, Bayesian methods for estimating
modeling errors may significantly improve the representa-
tion accuracy without having to resort to the full dictio-
nary. In this talk, we will outline how to use using Bayesian
hierarchical models and modeling error methods in the con-
text of sparse dictionary learning. Computed experiments
will illustrate the effectiveness of the approach.

Daniela Calvetti
Case Western Reserve Univ
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MS97

Regularization by Inexact Krylov Methods with
Applications to Semi-Blind Deblurring

In this talk I will present a new class of algorithms for sep-
arable nonlinear inverse problems based on inexact Krylov
methods. In particular, I will focus on semi-blind deblur-
ring applications, where we are interested in recovering an
approximation of the original image and of a small num-
ber of parameters defining the blur. Classical methods in
this setting involve solving a sequence of ill-posed and com-
putationally expensive linear problems. For example, this
can be done using Krylov methods, iterative solvers with
intrinsic regularization properties. In this talk I will in-
troduce a new class of algorithms based on inexact Krylov
methods, where the inexactness stems from the uncertainty
in the parameters defining the blur, which are computed
throughout the iterations. After giving a brief overview
of the theoretical properties of these methods, as well as
strategies to monitor the amount of inexactness that can be
tolerated, the performance of the algorithms will be shown
through numerical examples.

Malena Sabate Landman
Emory University

msabat3@emory.edu

MS98

Recent Advances in SCIP and its Separation Rou-
tines

We discuss the recent developments in the SCIP optimiza-
tion solver and its plugins. We focus on the separation
plugin and discuss new implementations in it, such as the
lift-and-project cuts for mixed integer problems. We con-
clude with the computational performance of these ad-
vancements.

Suresh Bolusani
Zuse Institute Berlin
bolusani@zib.de

MS98

Whats new in FICO Xpress 9.1 Solver

In this talk, we present the algorithmic enhancements of
the latest release of FICO Xpress, with a special focus on
the newly introduced global solver for mixed-integer non-
linear problems.

Gregor Hendel
FICO Xpress Optimization
GregorHendel@fico.com

MS99

Probabilistic Robust Optimization with a Real-
World Application on Hospital Optimization

Classical approaches in robust optimization (RO) involve
out-of-the-box uncertainty sets such as norm, budget or
polyhedral sets. Apart from leveraging available data to
cross-validate hyperparameters, out-of-the-box uncertainty
sets seldom incorporate distributional information, so they
inherently do not capture the real-world behavior of un-
certain parameters. Distributionally Robust Optimization
(DRO), by contrast, satisfies constraints in expectation
among a class of underlying distributions. We propose
a new type of uncertainty set motivated by information
theory, which incorporates the probability distributions di-
rectly. Initial computational tests with our approach yield
reductions in the maximum and mean violation as com-
pared to classical RO and DRO. We apply this novel uncer-
tainty set in a real-world setting of the Hartford Hospital’s
Bone and Joint Institute to optimize the patient census
while considering the uncertainty in the rest times of pa-
tients after surgery. We generate a timetable for surgeons
that reduces the monthly census by up to 10%, outper-
forming both out-of-the-box uncertainty sets and DRO.

Dimitris Bertsimas
Massachusetts Insitute of Technology
dbertsim@mit.edu

Benjamin Boucher
Massachusetts Institute of Technology



94 SIAM Conference on Optimization (OP23)OP23 Abstracts 93

bboucher@mit.edu

MS99

An Rpt Approach to Robust Nonlinear Optimiza-
tion

We propose to use a reformulation perspectification tech-
nique based approach to derive computationally tractable
safe approximations for a class of robust constraints which
are neither convex nor concave in the uncertain parame-
ters. We extend our approach to two-stage adaptive robust
optimization problems in which we impose convex and con-
cave decision rules unaddressed by previous work to obtain
approximate solutions. For several types of non-linear de-
cision rules we prove that imposing these decision rules to
the two-stage adjustable robust optimization formulation
leads to a solution that is at least as tight as imposing an
affine decision rule.

Danique de Moor, Dick den Hertog
University of Amsterdam
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MS99

Extremal Stochastic Models with IID Driving Se-
quences

Stochastic models typically assume that the probability
distributions of the driving random variables are fully
known. However, in practice, these distributions are of-
ten only partially known, with limited moment informa-
tion available. Distributionally robust analysis evaluates
worst-case model performance under partial information,
typically utilizing duality techniques from conic optimiza-
tion. For stochastic models with multiple independent and
identically distributed (i.i.d.) random variables, applying
these optimization methods can prove challenging, if not
impossible, due to the nonconvex nature of the underly-
ing optimization problem. To address this challenge, we
present in this talk novel findings based on a simple in-
sight that can aid in the analysis of stochastic models with
i.i.d. driving sequences as input. Our approach establishes
sharp bounds for the higher-order cumulants of the GI/G/1
steady-state waiting time when only mean-variance infor-
mation is available. Further, our method can be applied
more broadly to other stochastic models.

Wouter van Eekelen
Tilburg University
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MS100

Tight Semidefinite Relaxations for Sign-Indefinite
Qcqps with Bipartite Structures

We propose a new method to determine the tightness of the
standard semidefinite programming (SDP) relaxation of
nonconvex quadratically constrained quadratic programs
(QCQPs) whose aggregated sparsity pattern graphs are bi-
partite. This method is based on sufficient conditions for
a solution matrix of the SDP relaxation to be included in
the rank-1 cone, and it can detect the tightness by solv-
ing feasibility systems made from data and the sparsity

patterns. A sufficient condition of the tightness for sign-
definite QCQPs, in which the set of elements at the same
index in all the data matrices is either all nonnegative or
all nonpositive, has been recently proposed. In this talk,
to show that our condition covers a wider class of QCQPs
than above condition, we also propose a conversion method
from sign-definite QCQPs with no specific sparsity to ones
with bipartite sparsity whose SDP relaxations are tight.
In addition, we provide instances of QCQPs to show our
method can detect the tightness of sign-indefinite QCQPs.
Finally, several applications of our method including nu-
merical experiments are discussed.
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MS100

Constant Rank Constraint Qualification for Non-
linear Second-Order Cone Programming

In [R. Andreani, G. Haeser, L. M. Mito, H. Ramirez C.,
Weak notions of nondegeneracy in nonlinear semidefinite
programming, arXiv:2012.14810, 2020] the classical notion
of nondegeneracy (or transversality) and Robinsons con-
straint qualification have been revisited in the context of
nonlinear semidefinite programming exploiting the struc-
ture of the problem, namely, its eigendecomposition. This
allows formulating the conditions equivalently in terms of
(positive) linear independence of significantly smaller sets
of vectors. In this paper we extend these ideas to the con-
text of nonlinear second-order cone programming. For in-
stance, for an m-dimensional second-order cone, instead of
stating nondegeneracy at the vertex as the linear indepen-
dence of m derivative vectors, we do it in terms of several
statements of linear independence of 2 derivative vectors.
This allows embedding the structure of the second-order
cone into the formulation of nondegeneracy and, by exten-
sion, Robinsons constraint qualification as well. This point
of view to be crucial in defining significantly weaker con-
straint qualifications such as the constant rank constraint
qualification and the constant positive linear dependence
condition. Also, these conditions are shown to be sufficient
for guaranteeing global convergence of several algorithms,
while still implying metric subregularity and without re-
quiring boundedness of the set of Lagrange multipliers.

Gabriel Haeser
University of São Paulo



SIAM Conference on Optimization (OP23)                                                    9594 OP23 Abstracts

FAPESP
ghaeser@ime.usp.br

Roberto Andreani
University of Campinas
andreani@unicamp.br

Leonardo M. Mito
University of São Paulo
FAPESP
leonardommito@gmail.com
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MS100

Convex Conic Reformulations of Geometric Non-
convex Conic Optimization Problems for a Class of
Quadratic Optimization Problems

We discuss a generalization of the results in “A geometric
analysis of a class of non convex conic programs”, SIAM J.
on Optim., 30:1251-1273, 2020. In the paper, convex conic
reformulation of a geometric nonconvex conic optimiza-
tion problem (COP) was studied as a unified framework
for completely positive programming (CPP) reformulation
of a class of nonconvex quadratic optimization problems
(QOPs). Their geometric nonconvex COP is represented
in a very simple form, yet captures the essentials of the
convexification of general nonconvex COPs. In this talk,
we extend the framework by generalizing some assump-
tions and investigating strong duality. We show that a
larger class of QOPs can be reformulated as CPP. Specifi-
cally, a class of QOPs with complementarity conditions is
discussed for the reformulation.
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MS101

Derivative-Informed Neural Operator for PDE-
Constrained Optimization under Uncertainty

We present a novel framework for solving PDE-constrained
optimization problems under uncertainty (OUU) problems
using derivative-informed neural operators. OUU prob-
lems are often orders of magnitude more expensive to solve
compared to their deterministic counterparts because of
the evaluation of the statistical/risk measure by stochas-
tic integration. To tackle this computational challenge, we
propose a reduced-basis-based encoder-decoder network to
approximate the PDE mapping from the input spaces of

the uncertain parameter and the optimization variable to
the output state, where the derivative information of the
PDE is used to construct the input and output reduced
bases. In addition, we incorporate the PDE derivatives into
a Sobolev-type training loss to ensure that the neural oper-
ator has accurate derivatives with respect to the optimiza-
tion variable, which enables derivative-based optimization
algorithms to solve the OUU problem. We demonstrate its
performance and computational speed-ups over a suite of
numerical examples.
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MS101

Reinforcement Learning for Adaptive Control of
PDE-Constrained Environments

PDE-constrained optimization plays an integral role in
the decision-making process for a broad range of compu-
tational science and engineering applications. In many
cases, decision makers can develop reliable response strate-
gies using established optimization methods and high-
fidelity simulation models. However, these conventional
methods typically work on a case-by-case basis, requir-
ing problem/event-specific knowledge of the exact system
state/dynamics before any calculations can be carried out.
As a result, these methods can be impractical for time-
critical scenarios due to their reliance on expensive, last-
minute model queries. In this talk, we explore the po-
tential for using reinforcement learning (RL) to leverage
offline calculations and develop flexible control policies ca-
pable of adapting to distinct problem realizations in real-
time. We demonstrate how this can be accomplished using
proximal policy optimization to train an RL agent on a
diverse range of randomized problem configurations. More
specifically, we consider a family of PDE-constrained op-
timization problems consisting of advection-diffusion sys-
tems on an unstructured mesh with variations in the veloc-
ity field and forcing term between each problem realization.
We show that the resulting model provides accurate, near-
optimal control strategies for the complete family of prob-
lem scenarios with minimal computational requirements at
run-time.

Nick Winovich, Bart G. Van Bloemen Waanders
Sandia National Laboratories
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MS102

Primal-Dual Proximal Optimization Methods with
Bregman Divergences

We discuss Bregman distance extensions of the primal-
dual three-operator (PD3O) and Condat-Vu proximal al-
gorithms. When used with standard proximal operators
these algorithms include several important methods as spe-
cial cases. Extensions to generalized Bregman distances
are attractive if the complexity per iteration can be re-
duced by matching the Bregman distance to the structure
in the problem. As an example, we apply the proposed
method to the centering problem in sparse semidefinite
programming. The logarithmic barrier function for the
cone of positive semidefinite completable sparse matrices
is used as a distance-generating kernel. For this distance,
the complexity of evaluating the Bregman proximal oper-
ator is shown to be roughly proportional to the cost of a
sparse Cholesky factorization. This is much cheaper than
the standard proximal operator with Euclidean distances,
which requires an eigenvalue decomposition.

Xin Jiang
UCLA
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MS102

A Stochastic Bregman Primal-Dual Splitting Algo-
rithm for Composite Optimization

We study a stochastic first order primal-dual method for
solving convex-concave saddle point problems over real re-
flexive Banach spaces using Bregman divergences and rel-
ative smoothness assumptions. We show ergodic conver-
gence in expectation of the Lagrangian optimality gap with
a rate of O(1/k) and that every almost sure weak cluster
point of the ergodic sequence is a saddle point in expec-
tation, under mild assumptions. Our framework is general
and does not need strong convexity of the entropies induc-
ing the Bregman divergences in the algorithm. Numerical
applications are considered including entropically regular-
ized Wasserstein barycenter problems and regularized in-
verse problems on the simplex.

Antonio J. Silveti-Falls
Université Paris-Saclay
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MS102

Three Operator Splitting with Subgradients,
Stochastic Gradients, and Adaptive Learning Rates

Three Operator Splitting (TOS) can minimize the sum of
multiple convex functions effectively when an efficient gra-
dient oracle or proximal operator is available for each term.
This requirement often fails in machine learning applica-
tions: (i) instead of full gradients only stochastic gradients
may be available; and (ii) instead of proximal operators, us-
ing subgradients to handle complex penalty functions may
be more efficient and realistic. Motivated by these con-

cerns, we analyze three potentially valuable extensions of
TOS. The first two permit using subgradients and stochas-
tic gradients, and are shown to ensure a O(1/

√
t) conver-

gence rate. The third extension AdapTOS endows TOS
with adaptive step-sizes. For the important setting of op-
timizing a convex loss over the intersection of convex sets
AdapTOS attains universal convergence rates, i.e., the rate
adapts to the unknown smoothness degree of the objective.
We compare our proposed methods with competing meth-
ods on various applications.
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MS103

Advances in Cyclic Block Coordinate Methods:
Gradient Extrapolation, Acceleration, and Vari-
ance Reduction

In this talk, I will present new results advancing the the-
ory of cyclic block coordinate methods, enabled by a novel
Lipschitz condition w.r.t. a Mahalanobis norm. The newly
introduced Lipschitz condition is motivated by addressing
block coordinate updates in variational inequality (equilib-
rium) problems, where traditional block Lipcshitz condi-
tions appear insufficient. I will first present results that
address generalized variational inequality problems using
gradient extrapolation and cyclic block coordinate updates.
I will then discuss further developments of this theory, in-
cluding variance reduction, gradient norm guarantees in
smooth nonconvex minimization settings, and acceleration
in composite (smooth + nonsmooth) convex settings.

Jelena Diakonikolas
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MS103

Low Rank Approximation for Faster Optimization

Low rank structure is pervasive in real-world datasets. This
talk shows how to accelerate the solution of fundamen-
tal computational problems, including eigenvalue decom-
position, linear system solves, composite convex optimiza-
tion, and stochastic optimization (including deep learning),
by exploiting this low rank structure. We present a sim-
ple method based on randomized numerical linear algebra
for efficiently computing approximate top eigendecomposi-
tions, which can be used to replace large matrices (such as
Hessians and constraint matrices) with low rank surrogates
that are faster to apply and invert. The resulting solvers
for linear systems (NystromPCG), composite convex op-
timization (NysADMM), and deep learning (SketchySGD)
demonstrate strong theoretical and numerical support, out-
performing state-of-the-art methods in terms of speed and
robustness to hyperparameters.

Zachary Frangella
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MS103

Dynamics of Sgd with Stochastic Polyak Stepsizes:
Truly Adaptive Variants and Convergence to Exact
Solution

In this talk, we study the dynamics and the convergence
properties of SGD equipped with new variants of the
stochastic Polyak stepsize (SPS) and provide solutions to
the two main drawbacks of the original SPS. That is, (i)
it requires a priori knowledge of the optimal mini-batch
losses, which are not available when the interpolation con-
dition is not satisfied (e.g., regularized objectives), and (ii)
it guarantees convergence only to a neighborhood of the
solution. We first show that a simple modification of the
original SPS that uses lower bounds instead of the optimal
function values can directly solve issue (i). On the other
hand, solving issue (ii) turns out to be more challenging
and leads us to valuable insights into the methods behav-
ior. We show that if interpolation is not satisfied, the cor-
relation between SPS and stochastic gradients introduces a
bias, which effectively distorts the expectation of the gra-
dient signal near minimizers, leading to non-convergence
- even if the stepsize is scaled down during training. To
fix this issue, we propose DecSPS, a novel modification
of SPS, which guarantees convergence to the exact mini-
mizer - without a priori knowledge of the problem param-
eters. For strongly-convex optimization problems, DecSPS
is the first stochastic adaptive optimization method that
converges to the exact solution without restrictive assump-
tions like bounded iterates/gradients.

Nicolas Loizou
Johns Hopkins University
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MS104

SAT- and IP-Based Causal Discovery Methods for
Models with Latents and Cycles

I will review some of the extant methods for causal struc-
ture discovery based on SAT-solvers, and then present
some new results where we have used integer programming
to identify causal structure in the presence of unmeasured
confounding and feedback cycles. This work contributes to
an effort to develop discovery algorithms to identify causal
structure from observational data for a broad variety of
precise, but weak, background assumptions, while retain-

ing computational tractability.
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Linear Causal Disentanglement via Interventions

Causal disentanglement seeks a representation of data in-
volving latent variables that relate to one another via a
causal model. A representation is identifiable if both the
latent model and the transformation from latent to ob-
served variables are unique. In this paper, we study ob-
served variables that are a linear transformation of a linear
latent causal model. Data from interventions are neces-
sary for identifiability: if one latent variable is missing an
intervention, we show that there exist distinct models that
cannot be distinguished. Conversely, we show that a single
intervention on each latent variable is sufficient for identi-
fiability. Our proof uses a generalization of the RQ decom-
position of a matrix that replaces the usual orthogonal and
upper triangular conditions with analogues depending on a
partial order on the rows of the matrix, with partial order
determined by a latent causal model. We corroborate our
theoretical results with a method for causal disentangle-
ment that accurately recovers a latent causal model.
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Characterization and Greedy Learning of Gaussian
Structural Causal Models under Unknown Inter-
ventions

We consider the problem of recovering the causal structure
underlying observations from different experimental condi-
tions when the targets of the interventions in each exper-
iment are unknown. We assume a linear structural causal
model with additive Gaussian noise and consider inter-
ventions that perturb their targets while maintaining the
causal relationships in the system. Different models may
entail the same distributions, offering competing causal ex-
planations for the given observations. We fully characterize
this equivalence class and offer identifiability results, which
we use to derive a greedy algorithm called GnIES to recover
the equivalence class of the data-generating model without
knowledge of the intervention targets. In addition, we de-
velop a novel procedure to generate semi-synthetic datasets
with known causal ground truth but distributions closely
resembling those of a real dataset of choice. We leverage
this procedure and evaluate the performance of GnIES on
synthetic, real, and semi-synthetic datasets. Despite the



98 SIAM Conference on Optimization (OP23)OP23 Abstracts 97

strong Gaussian distributional assumption, GnIES is ro-
bust to an array of model violations and competitive in re-
covering the causal structure in small- to large-sample set-
tings. We provide, in the Python packages gnies and sem-
pller, implementations of GnIES and our semi-synthetic
data generation procedure.
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MS105

Iteratively Reweighted Krylov Subspace Methods
for Sparse Reconstruction

This talk presents a couple of new iteratively reweighted
least squares (IRLS) algorithms applied to compute sparse
solutions of large-scale linear discrete ill-posed problems
through l2-l1 regularization. The highlight of the new al-
gorithms is the use of flexible Krylov-Tikhonov methods
to partially solve each least squares problem within the
IRLS scheme, leading to an overall more efficient scheme
when compared to well-established IRLS solvers. The per-
formance of these algorithms is shown through a variety of
numerical examples modelling image deblurring and com-
puted tomography.
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MS105

Fantastic Iteratively Reweighted Algorithms and
Where to Find Them

Iteratively reweighted methods, or in particular iteratively
reweighted least-squares (IRLS), have been a powerful al-
gorithmic paradigm for structured (non-)convex and (non-
)smooth optimization problems. Well, but where to find
them? We can find them in 1937, when Weiszfeld proposed
an IRLS method for the now famous Fermat-Weber prob-
lem of computing the geometric median of three points;
in sparse reconstruction and robust regression, computer
vision (e.g., multi-image matching), deep networks (e.g.,
dropout), matrix and tensor decomposition, and more. To

make it even easier: find them in this mini-symposium.
This talk provides a background for iteratively reweighted
methods and serves as an overview of the subsequent talks
in the mini-symposium. More specifically, it aims to cover
(1) some historical aspects, (2) an introduction to IRLS
with several applications and connections to other fields,
and (3) basic computational considerations and theoreti-
cal guarantees.
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MS105

Fast and Robust Iteratively Reweighted Methods
for Multi-Image Matching

Previous partial permutation synchronization (PPS) algo-
rithms, which are commonly used for multi-image match-
ing, often involve computation-intensive and memory-
demanding matrix operations. These operations become
intractable for large scale structure-from-motion datasets.
For pure permutation synchronization, the recent Cycle-
Edge Message Passing (CEMP) framework suggests a
memory-efficient and fast solution. Here we overcome the
restriction of CEMP to compact groups and propose an
improved algorithm, CEMP-Partial, for estimating the cor-
ruption levels of the observed partial permutations. It al-
lows us to subsequently implement a nonconvex weighted
projected power method without the need of spectral ini-
tialization. The resulting new PPS algorithm, Match-
FAME (Fast, Accurate and Memory-Efficient Matching),
only involves sparse matrix operations, and thus enjoys
lower time and space complexities in comparison to pre-
vious PPS algorithms. We prove that under adversarial
corruption, though without additive noise and with cer-
tain assumptions, CEMP-Partial is able to exactly classify
corrupted and clean partial permutations. We demonstrate
the state-of-the-art accuracy, speed and memory efficiency
of our method on both synthetic and real datasets.

Yunpeng Shi
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MS106

Global convergence of the gradient method for
functions definable in o-minimal structures

We consider the gradient method with variable step size for
minimizing functions that are definable in o-minimal struc-
tures on the real field and differentiable with locally Lip-
schitz gradients. We prove that global convergence holds
if continuous gradient trajectories are bounded, with the
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minimum gradient norm vanishing at the rate o(1/k) if the
step sizes are greater than a positive constant. If addition-
ally the gradient is continuously differentiable, all saddle
points are strict, and the step sizes are constant, then con-
vergence to a local minimum holds almost surely over any
bounded set of initial points.
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MS106

Partial Smoothness of Set-Valued Operators

Over the past two decades, non-smooth optimization has
witnessed a tremendous success in several fields cross sci-
ence and engineering. Though with non-smooth objectives,
first-order algorithms eventually exhibit behaviors analo-
gous to smooth optimization methods. Such observations
can be well explained by the framework of ”partial smooth-
ness”. In this talk, I will introduce an extension of par-
tial smoothness which goes beyond functions. Under the
setting of set-valued operator, partial smoothness will be
constructed. The benefits of this extension includes geo-
metric interpretation of finite activity identification, up-
per bounds on identification steps and what happens when
non-degeneracy condition fails.
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Stochastic Subgradient Descent Avoids Active
Strict Saddles of Weakly Convex, Semialgebraic
Functions

In non-smooth stochastic optimization, we establish the
non-convergence of the stochastic subgradient descent
(SGD) to the critical points recently called active strict
saddles by Davis and Drusvyatskiy. Such points lie on a
manifold M where the function f has a direction of second-
order negative curvature. Off this manifold, the norm of
the Clarke subdifferential of f is lower-bounded. We require
two conditions on f. The first assumption is a Verdier strat-
ification condition, which is a refinement of the popular
Whitney stratification. It allows us to establish a strength-
ened version of the projection formula of Bolte et. al. for
Whitney stratifiable functions, and which is of indepen-
dent interest. The second assumption, termed the angle
condition, allows to control the distance of the iterates to
M. When f is weakly convex, our assumptions are generic.
Consequently, generically in the class of definable weakly
convex functions, SGD converges to a local minimizer.

Pascal Bianchi
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MS107

Global solution of nonconvex variational problems
via sparse polynomial optimization

This talk will discuss recent results related to the appli-
cation of sparse polynomial optimization to integral vari-
ational problems. I will show that the global minimizers
of certain such problems can be approximated with arbi-
trary accuracy if one discretizes the variational problem
into a sparse polynomial optimization problem, and then
relaxes the latter into a hierarchy of structured semidefinite
programs (SDPs). The solutions of these SDPs converge
to the global optimizer of the original variational problem
when the latter is unique and the SDPs satisfies a so-called
”running intersection property”. I will also present prelimi-
nary analysis suggesting that this condition can be removed
in certain cases, which dramatically reduces the computa-
tional complexity of the SDP hierarchy. Remaining chal-
lenges and opportunities for analytical and computational
developments will be discussed if time permits.
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MS107

Using polynomial optimization to studying nonlin-
ear dynamics

A family of methods has been developed over the last 20
years in which polynomial optimization computations are
used to study dynamical systems governed by differential
equations. These methods are fairly mature for ODE sys-
tems of moderate dimension, and extensions to PDEs are
underway. All of these methods rely on constructing an
auxiliary function (mapping phase space to the real num-
bers) that satisfies certain inequalities; different inequality
constraints imply different statements about the dynamics.
The inequality constraints can be strengthened into con-
ditions that are computationally tractable by polynomial
optimization, usually sum-of-squares constraints. State-
ments about dynamical systems that can be computed in
this way include bounds on properties of an attractor or on
transient behavior, estimates of basins of attraction, design
of nonlinear controls, and more. This talk will provide an
introduction to this family of methods in the ODE context.
I will also describe challenges presented by these methods
that call for advances in computational polynomial opti-
mization.

David Goluskin
University of Victoria
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MS107

Loss functions for finite sets

This talk discusses loss functions for finite sets. For a given
finite set S, we give sum-of-square type loss functions of
minimum degree. When S is the vertex set of a standard
simplex, we show such loss functions have no spurious min-
imizers (i.e., every local minimizer is a global one). Up
to transformations, we give similar loss functions without
spurious minimizers for general finite sets. When S is ap-
proximately given by a sample set T, we show how to get
loss functions by solving a quadratic optimization problem.
Numerical experiments and applications are given to show
the efficiency of these loss functions.

Jiawang Nie, Suhan Zhong
University of California, San Diego
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MS108

Distributionally Robust Machine Learning with
Kernel Machines

Distributionally robust optimization (DRO) has recently
been applied to robust machine learning (ML) under dis-
tribution shifts, i.e., train-test distribution mismatches. To
address some of the shortcomings of Wasserstein-DRO for
ML problems, we first introduce the kernel-DRO frame-
work based on the maximum-mean-discrepancy (MMD)
geometry, which is tailored for learning nonlinear mod-
els. Going beyond joint DRO formulations, we give spe-
cial attention to a particularly severe type of distribution
shift induced by causal confounding, a prevalent problem in
causal inference and reinforcement learning. Confounding
biases can be eliminated by phrasing the estimation prob-
lem in terms of conditional moment restrictions (CMR).
To address such problems, we introduce the empirical like-
lihood (EL) framework, which in its classical form bears
the interpretation of a dual formulation of the f-divergence
based DRO framework. We provide extensions of EL be-
yond f-divergences and demonstrate our methodology in
both theory and state-of-the-art ML experimental results.
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MS108

Data-Driven Tolerated Regret

We study a two-stage expected regret minimization prob-
lem with an uncertain technology matrix and an uncertain
right-hand side vector. As the expectation is a linear oper-
ator, this problem is readily solved by the sample-average-
approximation solution when we treat the empirical dis-

tribution as the true data-generating distribution. As this
premise however is likely untrue, we propose to avoid the
post-decision disappointment by minimizing the expected
regret in excess of the tolerated regret threshold under any
distribution of the uncertainty relative to the Wasserstein
distance between this and the empirical distribution. We
show that our problem admits a safe tractable approxima-
tion which is always feasible and works with a variety of
regrets including but not limited to ex-post (which bench-
marks each decision against a fully adaptive comparator)
and ex-ante (which benchmarks each decision against a
static comparator) regrets. Finally, we showcase the ben-
efits of our approach via several numerical studies from
economics and operations management.
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MS108

When Does Simple Estimate-Then-Optimize Beats
Integrated Estimation-Optimization? A Stochastic
Dominance Perspective

In data-driven stochastic optimization, the model param-
eter in the underlying distribution needs to be calibrated
from data in addition to the optimization task. Recent
literature suggests the integration of the estimation and
optimization processes, by selecting the model parameter
that gives rise to the best empirical objective value perfor-
mance. While such an integrated approach can be read-
ily shown to outperform simple ”estimate then optimize”
when the model is misspecified, we argue that, when the
model class is rich enough to cover the ground truth, the
performance ordering between the two approaches is re-
versed for nonlinear problems under mild regularity: Sim-
ple ”estimate then optimize” outperforms the integrated
approach, in the strong sense of stochastic dominance of
the asymptotic optimality gap (i.e., not only mean or mo-
ments but the entire asymptotic distribution of optimality
gap, subject to the data noise, is always better). We also
demonstrate experimental findings to support our theory.

Adam Elmachtoub, Henry Lam, Haofeng Zhang, Yunfan
Zhao
Columbia University
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MS109

A Framework for Incorporating Strategic Asset
and Product Decisions in Integrated Planning and
Scheduling

Integrating different levels of decision-making has been
a long-standing problem in supply chain planning. In
this work, we focus on integration of strategic and oper-
ational level decision-making while exploring a wider ar-
ray of strategic choices that often arise in real-world pro-
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cess industries. In particular, we consider a multi-product,
multi-asset batch facility along with associated inventory
and logistical capacities. At the strategic level, we con-
sider decisions including (1) introduction of new products,
(2) introduction of assets and storage tanks, (3) expansion
of production capability of assets, and (4) long-term pro-
duction targets and product mix based on demand projec-
tion. We decompose the problem into a strategic planning
model that is solved at the master level and the feasibil-
ity of the underlying operational model is checked in the
sub-level. According to the result of the sub-level we add
optimality or feasibility cuts to the master level and iterate
until decisions in both levels converge. We propose novel
constraints to account for the number of inventory turns
targeted by supply chain organizations. We also propose
novel production target constraints that the cyclic schedule
in the operational level must satisfy on average. Through
industrial-scale case studies, we show that this approach
can significantly reduce the risk of strategic projects fail-
ing, leading to improved long-term profit.

Satyajith Amaran, Maria Paz Ochoa
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MS109

Online Algorithms for Inbound Optimization

When sellers send shipments to Amazon crossdocks, a vari-
ety of costs are incurred, including: shipment, congestion,
and downstream placement and fulfillment costs. This
work considers the problem of the online assignment of
sellers to crossdocks with the objective of minimizing cu-
mulative costs. To this end, we propose a congestion-aware
hybrid Model-Predictive Control + dynamic dual update
algorithm that improves upon state-of-the-art techniques
for inbound optimization.

Chamsi Hssaine
USC
Amazon
ch822@cornell.edu

Garrett van Ryzin, Alberto Vera
Amazon
ryzing@amazon.com, albvra@amazon.com

Yash Kanoria
Amazon
Columbia DRO
ykanoria@amazon.com

MS109

Interpretable Learning of Supply Chain Planner
Preferences Via Inverse Optimization

Mathematical optimization is increasingly playing an im-
portant role in supply chain planning and operations. A
key challenge in the use of optimization-based tools are the
uncertainties involved in day-to-day planning such as de-
mand swings and production disruptions. In many cases,
a two-stage approach is used, wherein deterministic opti-
mization based on forecasts is initially used to develop a

base plan, which is then modified by human planners when
different uncertainties manifest over time. The decision-
making strategies of humans, however, are often inconsis-
tent and opaque. This necessitates the development of a
tool that can benchmark the implemented plans against the
ones considered ideal by the business. We consider the de-
velopment of such a tool by fitting an interpretable model
on historical planning data. The interpretability of this
model is desired because ultimately, we aim to decipher the
factors that led to a particular planning decision. There-
fore, in this work, we use an inverse optimization-based
approach to learning an inherently interpretable optimiza-
tion model from historical data. The inverse optimization
problem is formulated as a bilevel optimization problem
with multiple mixed-integer linear optimization problems
in its lower level and we apply a cutting plane algorithm to
solve this problem. We highlight the real-world utility of
our approach through case studies based on realistic supply
chain systems.

Rishabh Gupta, Qi Zhang
University of Minnesota
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MS110

Unifying Width-Reduced Methods for Quasi-Self-
Concordant Optimization

Width reduction is a technique that has proven immensely
useful in the context of maximum flow [Christiano et al.,
STOC11] and, more recently, p-norm regression [Adil et
al., SODA19], in terms of improving the iteration com-
plexity from m1/2 to m1/3, where m is the number of rows
of the design matrix, and where each iteration amounts
to a linear system solve. However, a considerable draw-
back is that these methods require both problem-specific
potentials and individually tailored analyses. In this talk,
I will talk about the first unified approach to achieving
m1/3-type rates. Notably, our method goes beyond these
previously considered problems to more broadly capture
quasi-self-concordant losses, a class which has recently gen-
erated much interest and includes the well-studied problem
of logistic regression, among others. In order to do so, we
develop a unified width reduction method for carefully han-
dling these losses based on a more general set of potentials.
Additionally, we directly achieve m1/3 - type rates in the
constrained setting without the need for any explicit accel-
eration schemes, thus naturally complementing recent work
based on an accelerated ball-oracle approach [Carmon et
al., NeurIPS20].

Deeksha Adil
Institute for Theoretical Studies, ETH Zurich
deeksha@cs.toronto.edu

MS110

Advances in Ball Acceleration Methods

Much of the recent work in theoretical convex optimiza-
tion arises through the study of accelerated iterative meth-
ods (in the sense of Nesterov) which can leverage problem
structure beyond standard smoothness. One natural form
of such structure is the ability to implement a ball ora-
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cle: i.e, the ability to efficiently minimize the objective
within small Euclidean balls. In this talk, I will discuss
several recent advances in the theory of convex optimiza-
tion, which leverage the notion of ball oracles to achieve
near-optimal complexity guarantees. I will begin by giving
a high-level overview of a near-optimal method for min-
imizing convex functions admitting a ball oracle. I will
follow by discussing the implementation of such ball ora-
cles in a variety of settings, such as quasi-self concordant
convex minimization, the minimization of the maximum of
Lipschitz functions, and in differentially-private stochastic
convex optimization.

Arun Jambulapati
Stanford University
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MS110

Fast Convex Optimization Via Time Scale and Av-
eraging of the Steepest Descent

In a Hilbert setting, we develop a gradient-based dynamic
approach for fast solving convex optimization problems.
By applying time scaling, averaging, and perturbation
techniques to the continuous steepest descent (SD), we
obtain high-resolution ODEs of the Nesterov and Ravine
methods. These dynamics involve asymptotically vanish-
ing viscous damping and Hessian driven damping (either
in explicit or implicit form). Mathematical analysis does
not require developing a Lyapunov analysis for inertial sys-
tems. We simply exploit classical convergence results for
(SD) and its external perturbation version, then use tools
of differential and integral calculus, including Jensen’s in-
equality. By way of illustration of the flexibility of the
method we consider the case where the initial dynamics is
the regularized Newton method. Then, we show that the
technique can be naturally extended to the case of a mono-
tone cocoercive operator. Our approach leads to parallel
algorithmic results, which we study in the case of proximal
algorithms. If time permits, we will discuss the closed-loop
control approach.
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MS111

Exploiting Gpu/simd Architectures for Solving
Linear-Quadratic Mpc Problems

We report numerical results on solving constrained linear-
quadratic model predictive control (MPC) problems by ex-
ploiting graphics processing units (GPUs). The presented
method reduces the MPC problem by eliminating the
state variables and applies a condensed-space interior-point

method to remove the inequality constraints in the KKT
system. The final condensed matrix is positive definite and
can be efficiently factorized in parallel on GPU/SIMD ar-
chitectures. In addition, the size of the condensed matrix
depends only on the number of controls in the problem,
rendering the method particularly effective when the prob-
lem has many states but few inputs and moderate hori-
zon length. Our numerical results for PDE-constrained
problems show that the approach is an order of magnitude
faster than a standard CPU implementation. We also pro-
vide an open-source Julia framework that facilitates model-
ing (DynamicNLPModels.jl) and solution (MadNLP.jl) of
MPC problems on GPUs.
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MS111

Proportional Integral Projected Gradient Method
for Real-Time Optimal Control

Proportional-integral projected gradient method (PIPG) is
a first-order primal-dual algorithm for conic optimization.
It allows library-free, matrix-free, and easily-verifiable
solver implementation for real-time and embedded appli-
cations. It achieves automatic primal and dual infeasibil-
ity detection, optimal global convergence rates in theory,
and orders-of-magnitudes faster computation in practice.
It exploits the sparsity structure of conic constraints via
parallel matrix operations and the geometric structure of
constraint sets via efficient projection. Unlike most off-the-
shelf methods, PIPG allows easy warm-starts and enjoys
a light computational overhead because it avoids the cum-
bersome canonical transformation of standard conic pro-
grams. PIPG not only enables versatile convex optimiza-
tion but also boosts the performance of popular sequential
convex programming (SCP) methods for nonconvex opti-
mization, such as PTR, SCvx and GuSTO. Moreover, the
recently introduced SeCO framework specializes SCP algo-
rithms to exploit features of PIPG for nonconvex optimal
control problems with real-time capability. We will present
the theoretical results on PIPG and demonstrate its real-
time performance in MPC and in nonconvex trajectory op-
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timization.
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MS111

Homogeneous Formulation of Convex Quadratic
Programs for Infeasibility Detection

Convex Quadratic Programs (QPs) have come to play a
central role in the computation of control action for con-
strained dynamical systems. In this paper, we present a
novel Homogeneous QP (HQP) formulation which is ob-
tained by embedding the original QP in a larger space. The
key properties of the HQP are: (i) is always feasible, (ii) an
optimal solution to QP can be readily obtained from a so-
lution to HQP, and (iii) infeasibility of QP corresponds to
a particular solution of HQP. An immediate consequence is
that all the existing algorithms for QP are now also capable
of robustly detecting infeasibility. In particular, we present
an Infeasible Interior Point Method (IIPM) for the HQP
and show polynomial iteration complexity when applied to
HQP. A key distinction with prior IPM approaches is that
we do not need to solve second-order cone programs. Nu-
merical experiments on the formulation are provided using
existing codes.

Arvind Raghunathan
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MS112

Optimal scaling quantum linear-systems solver via
discrete adiabatic theorem

Recently, several approaches to solving linear systems on
a quantum computer have been formulated in terms of
the quantum adiabatic theorem for a continuously varying
Hamiltonian. Such approaches enabled near-linear scaling
in the condition number κ of the linear system, without
requiring a complicated variable-time amplitude amplifica-
tion procedure. However, the most efficient of those pro-
cedures is still asymptotically sub-optimal by a factor of
log(κ). Here, we prove a rigorous form of the adiabatic the-
orem that bounds the error in terms of the spectral gap for
intrinsically discrete time evolutions. In combination with
the qubitized quantum walk, our discrete adiabatic theo-
rem gives a speedup for all adiabatic algorithms. Here, we
used this combination to develop a quantum algorithm for
solving linear systems that is asymptotically optimal, in the
sense that the complexity is strictly linear in κ, matching a
known lower bound on the complexity. Our O(κ log(1/�))
complexity is also optimal in terms of the combined scaling
in κ and the precision �. Compared to existing suboptimal

methods, our algorithm is simpler and easier to implement.
This talk is based on [Costa et al., Optimal scaling quan-
tum linear-systems solver via discrete adiabatic theorem,
2022].
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MS112

Accurately Solving Linear Systems with Quantum
Oracles

Quantum linear system algorithms (QLSA), w.r.t dimen-
sion, have the potential to solve linear systems (LSs) faster
than classical methods. However, to extract the clas-
sical solution, a quantum tomography algorithm (QTA)
is needed, which increases both error and time complex-
ity. To accurately and efficiently solve LSs using QLSA
and QTA algorithms, we propose an Iterative Refinement
method (IRM) which uses limited-precision quantum ora-
cles iteratively to improve dependence on precision to log-
arithmic. The IRM is broadly applicable. We discuss its
application in Quantum Interior Point Methods (QIPM)
and discuss how the proposed IRM accelerates QIPMs.
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MS112

Inexact Feasible Quantum Interior Point Methods
for Linear Optimization

We apply Quantum Linear System Algorithms (QLSAs)
to Newton systems within Interior Point Methods (IPMs)
to gain quantum speedup in solving Linear Optimization
problems (LOPs). Due to their inexact nature, QLSAs
can be applied only to inexact variants of IPMs, which
are inexact infeasible methods due to the inexact nature
of their computations. We propose Inexact-Feasible IPMs
(IF-IPM) for solving LOPs, using novel Newton systems
to generate inexact but feasible steps. We show that this
method enjoys the to-date best iteration complexity. Fur-
ther, we explore how QLSAs can be used efficiently in iter-
ative refinement schemes to find an exact optimal solution
without excessive calls to QLSAs. Finally, we experiment
with the proposed IF-IPMs efficiency using IBM’s QISKIT
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environment.
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MS113

Inexact Proximal-Methods for Constrained Opti-
mization

We discuss several recent advances in proximal-methods
for sparse optimization. We first present a new subprob-
lem solver that allows for inexact solutions of the proximal-
gradient subproblem to be computed. We then present in-
exact stopping conditions that allow us to derive complex-
ity and support identification results. We also introduce
a proximal method for solving deterministic optimization
problems, as well as to minimize regularized stochastic ob-
jective functions subject to deterministic constraints.
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MS113

Trust Region Algorithms Under Noise

Classical trust region methods were designed to solve prob-
lems in which function and derivative information are ex-
act. This paper considers the case when there are errors
(or noise) in the function and derivative information and
proposes modifications of the trust region method to make
solving robust under noise. These new algorithms requires
information about the size/standard deviation of the errors
in the function evaluations and incurs no additional com-
putational expense. It is shown that, when certain regu-
larity assumptions are satisfied in the objective function,
the iterates of the algorithm visit a neighborhood of sta-
tionarity infinitely often, assuming errors in the problem
are bounded. It is also shown that, after visiting the above

neighborhood for the first time, the iterates cannot stray
too far from it. Numerical results illustrate how the classi-
cal trust region algorithm may fail in the presence of noise,
and how the proposed algorithm ensures steady progress
towards stationarity in these cases.
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MS113

Statistical Preconditioning for Distributed Empir-
ical Risk Minimization

We consider the setting of distributed empirical risk mini-
mization where multiple machines compute the gradients in
parallel and a centralized server updates the model param-
eters. In order to reduce the number of communications
required to reach a given accuracy, we propose a precon-
ditioned accelerated gradient method where the precon-
ditioning is done by solving a local optimization problem
over a subsampled dataset at the server. The convergence
rate of the method depends on the square root of the rel-
ative condition number between the global and local loss
functions. We estimate the relative condition number for
linear prediction models by studying uniform concentra-
tion of the Hessians over a bounded domain, which allows
us to derive improved convergence rates for existing pre-
conditioned gradient methods and our accelerated method.
Experiments on real-world datasets illustrate the benefits
of acceleration in the ill-conditioned regime.
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MS114

A Stochastic Subgradient Method for Distribution-
ally Robust Non-Smooth Non-Convex Learning

We consider a distributionally robust formulation of



SIAM Conference on Optimization (OP23)                                                    105104 OP23 Abstracts

stochastic optimization problems arising in statistical
learning, where robustness is with respect to uncertainty in
the underlying data distribution. Our formulation builds
on risk-averse optimization techniques and the theory of co-
herent risk measures. It uses semi-deviation risk for quanti-
fying uncertainty, allowing us to compute robust solutions
against perturbations in the population data distribution
while leading to a two-level stochastic optimization prob-
lem. We consider a broad class of generalized differentiable
loss functions that can be non-convex and non-smooth, in-
volving upward and downward cusps and we develop an
efficient stochastic subgradient method for distributionally
robust problems with such functions. We prove that it con-
verges to a point satisfying the optimality conditions. To
our knowledge, this is the first method with rigorous con-
vergence guarantees in the context of generalized differen-
tiable non-convex and non-smooth distributionally robust
stochastic optimization. Our method allows for control of
the desired level of robustness with little extra computa-
tional cost compared to population risk minimization with
stochastic gradient methods. For the class of weakly con-
vex objectives, we also develop tight iteration complexity
bounds. Finally, we illustrate the performance of our al-
gorithm on real datasets arising in convex and non-convex
supervised learning problems.
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MS114

Simultaneous Learning of Fitting Surface and Noise
Distribution from Large Data Sets

In this talk we address the problem of learning surfaces
from large data sets subject to (possible large amounts of)
noise. More precisely, we assume that the surface is de-
scribed by the zero set of a function belonging to the set
spanned by a given basis. Moreover, it is assumed that the
noise is iid and its distribution is known up to some param-
eters. An example of this is noise uniformly distributed
over a symmetric interval, but the bounds are not known
a priori. Under these two assumptions, we show that the
estimation of the function whose zero set describes the sur-
face can be computed by determining the null space of a
matrix M that can be efficiently approximated from the
available data. Also, we show that the noise parameters
can be determined by searching for the values that result
in the matrix M mentioned above being singular. More-
over, we show that, as the number of data points tend
to infinity, we recuperate the desired surface and the true
noise parameters. Numerical results are provided showing
the effectiveness of the proposed approach.
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MS114

Zeroth-Order Methods for Constrained Minimiza-
tion of Expectation-Valued Lipschitz Continuous
Functions

We consider the minimization of an L0-Lipschitz contin-
uous and expectation-valued function, denoted by f and
defined as f(x) � E[f̃(x,ω)], over a closed and convex
set X with a view towards obtaining both asymptotics
as well as rate and complexity guarantees for computing
an approximate stationary point (in a Clarke sense). We
adopt a smoothing-based approach reliant on minimizing
fη where fη(x) � Eu[f(x + ηu)] + Iη,X , where u is a ran-
dom variable defined on a unit sphere, η > 0, and Iη,X
is the Moreau-smoothed indicator of the set X . In fact,
it is observed that a stationary point of the η-smoothed
problem is a 2η-stationary point for the original problem
in the Clarke sense. In such a setting, we derive a suitable
residual function that provides a metric for stationarity
for the smoothed problem. Time permitting, we present
the rate statements and guarantees for a stochastic quasi-
Newton framework reliant on utilizing sampled function
evaluations.
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MS115

Block Coordinate Descent for Smooth Nonconvex
Constrained Minimization

At each iteration of a Block Coordinate Descent method
one minimizes an approximation of the objective function
with respect to a generally small set of variables subject to
constraints in which these variables are involved. The un-
constrained case and the case in which the constraints are
simple were analyzed in the recent literature. In this paper
we address the problem in which block constraints are not
simple and, moreover, the case in which they are not de-
fined by global sets of equations and inequations. A general
algorithm that minimizes quadratic models with quadratric
regularization over blocks of variables is defined and con-
vergence and complexity are proved. In particular, given
tolerances δ > 0 and ε > 0 for feasibility/complementarity
and optimality, respectively, it is shown that a measure of
(δ, 0)-criticality tends to zero; and the the number of itera-
tions and functional evaluations required to achieve (δ, ε)-
criticality is O(ε−2). Numerical experiments in which the
proposed method is used to solve a continuous version of
the traveling salesman problem are presented.
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Fast Convergence of Greedy 2-Coordinate Updates
for Optimizing with An Equality Constraint

We consider minimizing a smooth function subject to an
equality constraint. We analyze a greedy 2-coordinate up-
date algorithm, and prove that greedy coordinate selection
leads to faster convergence than random selection (under a
Polyak-Lojasiewicz assumption). Our simple analysis ex-
ploits an equivalence between the greedy 2-coordinate up-
date and equality-constrained steepest descent in the 1-
norm. Unlike previous 2-coordinate analyses, our conver-
gence rate is dimension independent.
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An Adaptive Superfast Inexact Proximal Aug-
mented Lagrangian Method for Smooth Nonconvex
Composite Optimization Problems

This talk presents an adaptive superfast proximal aug-
mented Lagrangian (AS-PAL) method for solving linearly-
constrained smooth nonconvex composite optimization
problems. Each iteration of AS-PAL inexactly solves a
possibly nonconvex proximal augmented Lagrangian (AL)
subproblem obtained by an aggressive/adaptive choice of
prox stepsize with the aim of substantially improving its
computational performance followed by a full Lagrangian
multiplier update. A major advantage of AS-PAL com-
pared to other AL methods is that it requires no knowl-
edge of parameters (e.g., size of constraint matrix, objec-
tive function curvatures, etc) associated with the optimiza-
tion problem, due to its adaptive nature not only in choos-
ing the prox stepsize but also in using a crucial adaptive
accelerated composite gradient variant to solve the proxi-
mal AL subproblems. The speed and efficiency of AS-PAL
is demonstrated through extensive computational experi-
ments showing that it can solve many instances more than
ten times faster than other state-of-the-art penalty and AL
methods, particularly when high accuracy is required.
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MS116

Supermodular Extension of Vizing’s Edge-Coloring
Theorem

Kőnig’s edge-coloring theorem for bipartite graphs and
Vizing’s edge-coloring theorem for general graphs are cele-
brated results in graph theory and combinatorial optimiza-
tion. Schrijver generalized Kőnig’s theorem to a framework
defined with a pair of intersecting supermodular functions.

The result is called the supermodular coloring theorem. In
this talk, we present a common generalization of Vizing’s
theorem and a weaker version of the supermodular coloring
theorem. To describe this theorem, we introduce strongly
triple-intersecting supermodular functions, which are ex-
tensions of intersecting supermodular functions. We also
provide an alternative proof of Gupta’s edge-coloring the-
orem using a special case of the supermodular version of
Vizing’s theorem.

Ryuhei Mizutani
The University of Tokyo
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MS116

Pairwise Disjoint Perfect Matchings in r-Graphs

For 0 ≤ t ≤ r, let m(t, r) be the maximum number s
such that every t-edge-connected r-graph has s pairwise
disjoint perfect matchings. There are only a few values
of m(t, r) known, for instance m(3, 3) = m(4, r) = 1, and
m(t, r) ≤ r − 2 for all t �= 5. We show that m(t, r) ≤ r − 3
if r is even. We prove that m(2l, r) ≤ 3l − 6 for every
l ≥ 3 and r ≥ 2l. Furthermore, we relate statements on
pairwise disjoint perfect matchings of 5-edge-connected 5-
regular graphs to well-known conjectures for cubic graphs,
such as the Fan-Raspaud Conjecture, the Berge-Fulkerson
Conjecture and the 5-Cycle Double Cover Conjecture. This
is joint work with Yulai Ma, Davide Mattiollo and Isaak
H. Wolf.

Eckhard Steffen
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MS117

From Complementarity to Risk-averse stochastic
equilibria: models and algorithms

We present a mechanism for describing and solving collec-
tions of optimization problems that are linked by equilib-
rium conditions. We show how to incorporate stochastic
information into these systems and give examples of their
use and possible extensions to hierarchical modeling. We
outline several algorithms and investigate their computa-
tional efficiency. Stochastic equilibria can be used to model
many data driven applications, including many dynamic
models of competition. In this model, players solve risk
averse optimization problems that are coupled by a shared
scenario tree. Players are linked by equilibrium conditions
at nodes of that tree. Applications to energy planning and
their interactions with environmental concerns will be out-
lined.

Michael C. Ferris
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MS117

Algorithms for Composite Nonsmooth Nonconvex
Optimization

Approximations of optimization problems arise in compu-
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tational procedures and sensitivity analysis. The resulting
effect on solutions can be significant, with even small ap-
proximations of components of a problem translating into
large errors in the solutions. We specify conditions under
which approximations are well behaved in the sense of min-
imizers, stationary points, and level-sets and this leads to
a framework of consistent approximations. The framework
is developed for a broad class of composite problems, which
are neither convex nor smooth. We demonstrate the frame-
work using examples from stochastic optimization, neural-
network based machine learning, distributionally robust
optimization, penalty and augmented Lagrangian meth-
ods, interior-point methods, homotopy methods, smooth-
ing methods, extended nonlinear programming, difference-
of-convex programming, and multi-objective optimization.
An enhanced proximal method illustrates the algorithmic
possibilities. A quantitative analysis supplements the de-
velopment by furnishing rates of convergence.
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MS118

Semidefinite Relaxations Beyond Polynomials

Semidefinite programming has been used to great effect
to derive tractable relaxations for (noncommutative) poly-
nomial optimization problems. In this talk I will discuss
ways to derive relaxations for nonconvex and nonpolyno-
mial problems involving the entropy function. The talk
will be illustrated with problems from the area of quantum
information theory.

Hamza Fawzi
University of Cambridge
h.fawzi@damtp.cam.ac.uk

MS118

Invariants of SDP Exactness in Quadratic Pro-
gramming

In this talk I will consider the Shor relaxation of quadratic
programs by fixing a feasible set and considering the space
of objective functions for which the Shor relaxation is ex-
act. I first give conditions under which this region is in-
variant under the choice of generators defining the feasible
set. I then will describe this region when the feasible set
is invariant under the action of a subgroup of GLn(R). If
time permits, I will conclude by applying these results to
quadratic binary programs by giving an explicit descrip-
tion of objective functions where the Shor relaxation is
exact and discuss algorithmic implications of this insight.

Julia Lindberg
University of Wisconsin-Madison, USA
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MS118

Exploiting Geometric Structure in Matrix-Valued

Optimization

Matrix-valued optimization tasks arise in many machine
learning applications. Often, exploiting non-Euclidean
structure in such problems can give rise to algorithms that
are computationally superior to standard nonlinear pro-
gramming approaches. In this talk, we consider the prob-
lem of optimizing Riemannian difference of convex func-
tions. Several classical optimization problems involve ob-
jective functions of this form, including barycenter prob-
lems, the computation of HPD matrix square roots, as well
as the computation of Brascamp-Lieb constants. The latter
is of central importance in many areas of Mathematics and
Computer Science through connections to maximum likeli-
hood estimators in Gaussian models, Tylers M-estimator of
scatter matrices and Operator Scaling. We discuss a class
of CCCP-style algorithms for solving Riemannian differ-
ence of convex functions, where the geometric structure of
the problem gives rise to an efficiently solvable fixed-point
iteration. We present a detailed convergence analysis for
the proposed approach and illustrate its advantages on the
problem of computing Brascamp-Lieb constants. This talk
is based on joint work with Suvrit Sra.
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MS119

Bayesian Inference with Projected Densities

Constraints are a natural form of prior information in
Bayesian inference. In some applications, the parameters
of interest are known to lie on the boundary of some set
with some probability, but existing models based on trun-
cated priors such as a truncated normal distribution result
in posterior distributions that assign zero probability to the
boundary. To address this issue, we construct a posterior
distribution that assigns positive probability to the bound-
ary of the constraint set by imposing an implicit prior that
corresponds to a projection of posterior mass onto the con-
straint set. We apply the method to Bayesian linear inverse
problems and show that samples from the posterior distri-
bution can be obtained by solving a sequence of perturbed
constrained least-squares problems. Finally, we derive a
Gibbs sampler for a hierarchical extension of the model in
the special case where the constraint set is a polyhedral
cone.
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MS119

Second Order Neural Odes for Inverse Imaging
Problems

Image segmentation is a fundamental task in image analy-
sis and clinical practice. The current state-of-the-art tech-
niques are based on U-shape type encoder-decoder net-
works with skip connections, called U-Net. Despite the
powerful performance reported by existing U-Net type net-
works, they suffer from several major limitations. Issues
include the hard coding of the receptive field size, compro-
mising the performance and computational cost, as well as
the fact that they do not account for inherent noise in the
data. They have problems associated with discrete lay-
ers, and do not offer any theoretical underpinnings. In this
work we introduce continuous U-Net, a novel family of net-
works for image segmentation. Firstly, continuous U-Net
is a continuous deep neural network that introduces new
dynamic blocks modeled by second order ordinary differ-
ential equations. Secondly, we provide theoretical guar-
antees for our network demonstrating faster convergence,
higher robustness, and less sensitivity to noise. Thirdly,
we derive qualitative measures to tailor-made segmenta-
tion tasks. We demonstrate, through extensive numerical
and visual results, that our model performs existing U-Net
blocks for several medical image segmentation benchmark-
ing datasets.
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MS119

Efficient Derivative-Free Bayesian Inference for
Large-Scale Inverse Problems

We consider Bayesian inference for large scale inverse prob-
lems, where computational challenges arise from the need
for repeated evaluations of an expensive forward model.
This renders most of Markov chain Monte Carlo methods
infeasible, since they typically require O(104) model runs.
Moreover, the forward model are often given as a black
box and may be impractical to differentiate. Therefore

derivative-free algorithms are highly desirable. We pro-
pose a framework, which is built on Kalman methodology
and Fisher-Rao gradient flow, to efficiently calibrate and
provide uncertainty estimations of such models with noisy
observation data. Theoretical guarantees for linear inverse
problems are provided. The effectiveness of the frame-
work is demonstrated on several numerical experiments,
including proof-of-concept linear/nonlinear examples and
two applications: learning of permeability parameters in
subsurface flow; and learning subgrid-scale parameters in
a general circulation model.
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MS120

Exact Methods for Discrete Bilevel Problems with
a Gamma-Robust Lower Level

In bilevel optimization, it is usually assumed that the
leader and the follower act perfectly rational. However,
many applications involve players who face some kind of
bounded rationality. We study discrete bilevel problems
with a follower who faces lower-level data uncertainty as
one specific instance of bounded rationality. To this end,
we adopt a Γ-robust approach, present tailored reformu-
lations, and provide generic branch-and-cut frameworks.
Specifically, we study interdiction problems with a Γ-robust
follower for which we derive problem-tailored cuts. Finally,
we computationally assess the performance of the proposed
methods using the example of Γ-robust knapsack interdic-
tion problems.
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MS120

Using disjunctive cuts in a branch-and-cut proce-
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dure to solve convex integer bilevel programs

We present a new branch-and-cut method for solving inte-
ger bilevel problems with a convex objective function and
convex constraints both in the upper and in the lower level.
To this end, we generalize the idea of using disjunctive cuts
from the literature to separate bilevel-infeasible points. We
obtain the cuts by solving a cut generating problem that
can be decomposed into a series of smaller subproblems,
most of which can be solved in parallel. We prove the
correctness of the method and present its applicability by
some first numerical results.
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MS120

Learning the Followers Objective Function in Se-
quential Bilevel Games

Bilevel problems model the hierarchical interaction be-
tween two decision makers in which the follower’s problem
appears as a constraint in the leader’s problem. In many
practical situations, some parts of the follower’s problem
may not be explicitly known by the leader. In the talk
we consider lower-level problems with quadratic objective
functions with only partially known coefficients. We pro-
pose a method to learn the unknown objective function
that is based on the multiplicative weights update algo-
rithm. We prove the convergence of the method and show
its applicability using the examples of bilevel knapsack and
pricing problems.

Ioana Molan
Department of Mathematics
Trier University
molan@uni-trier.de

Martin Schmidt
Universität Trier
martin.schmidt@uni-trier.de

Johannes Thürauf
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MS121

Normalizing Flows for Uncertainty Quantification
in Seismic Imaging

Uncertainty quantification is becoming increasingly impor-
tant in geoscience. One of the key stumbling blocks to its

wider incorporation into geophysical imaging is the cost
of estimating probability distributions. One way to ad-
dress this is to use machine learning methods that learn a
mapping from one distribution into another such as nor-
malizing flows. Normalizing flows define a sequence of in-
vertible and differentiable transformations of probability
distributions to map samples from an unknown (usually
complicated) probability distribution(posterior) to a sim-
ple known distribution by optimizing a set of parameters
defined by two neural networks, then the posterior is esti-
mated by transferring the simple probability distribution
through the learned mappings. In this way we can draw
samples from the posterior without as many expensive for-
ward simulations. We will show applications of normalizing
flows to seismic interpolation and to full-waveform inver-
sion and will discuss how we can exploit normalizing flows
to translate uncertanties throughout the seismic imaging
and processing workflow. We will also discuss methods of
better characterizing the resulting uncertainties, particu-
larly as they apply to distributions that are far from Gaus-
sian.
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MS121

The Lippmann Schwinger Lanczos algorithm for in-
verse scattering problems

We combine data-driven reduced order models with the
Lippmann- Schwinger integral equation to produce a di-
rect nonlinear inversion method. The ROM is viewed as a
Galerkin projection and is sparse due to Lanczos orthog-
onalization. Embedding into the continuous problem, a
data-driven internal solution is produced. This internal
solution is then used in the Lippmann-Schwinger equation,
in a direct or iterative framework. The approach also al-
lows us to process more general transfer functions, i.e., to
remove the main limitation of the earlier versions of the
ROM based inversion algorithms. We also describe how
the generation of internal solutions simplifies in the time
domain, and give examples of its use given mono static
data, targeting synthetic aperture radar.
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Drexel University
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MS121

Phase and absorption contrast imaging using inten-
sity measurements

There are many inverse problems in machine learning, such



110 SIAM Conference on Optimization (OP23)OP23 Abstracts 109

as regression, classification and distribution estimation. In
these problems, many data are in a high-dimensional space
but exhibit low-dimensional structures. In mathematics,
these data can be modeled as random samples on a low-
dimensional manifold. In this talk, I will present mathe-
matical and statistical theories of deep neural networks for
solving inverse problems in machine learning, where data
are randomly sampled on a low-dimensional manifold. The
sample complexity crucially depends on the intrinsic di-
mension of the manifold instead of the ambient dimension
of the data.
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MS122

BilevelJuMP.jl: Modeling and Solving Bilevel Op-
timization in Julia

In this talk, we present BilevelJuMP.jl, a JuMP exten-
sion that allows users to model and solve bilevel optimiza-
tion problems. BilevelJuMP relies on the JuMP ecosys-
tem to automatically dualize any conic convex optimiza-
tion problem and use it to model bilevel problems by
building KKT conditions of the lower-level problem. The
package has implementations of multiple formulations for
complementarity constraints such as SOS1, Fortuny-Amat,
quadratic programming, and actual complementarity con-
straints. Since the package is built as a JuMP extension,
it is automatically integrated with all solvers available to
JuMP models. These implementations can help practi-
tioners to save time and think more about the modeling
aspect of bilevel problems than worry about the program-
ming aspect of each reformulation strategy. We show how
the packages were developed, relying on Julia the JuMP
infra-structure, and we present some power systems exam-
ples of bilevel problems.
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MS122

JuMP 1.0: Recent Improvements to a Modeling
Language for Mathematical Optimization

JuMP is an algebraic modeling language embedded in the
Julia programming language. JuMP allows users to model

optimization problems of a variety of kinds, including lin-
ear programming, integer programming, conic optimiza-
tion, semidefinite programming, and nonlinear program-
ming, and handles the low-level details of communicating
with solvers. After nearly 10 years in development, JuMP
1.0 was released in March, 2022. In this short communica-
tion, we highlight the improvements to JuMP from recent
releases up to and including 1.0.
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MS122

Recent Advances with Graph-Based Optimization
and Plasmo.jl

Plasmo.jl was originally released in 2018 as a graph-based
modeling language for optimization. The package built
on JuMP to facilitate modular model building capabilities
and provided a data structure to hook-in problem-level de-
composition algorithms such Lagrangian and Benders de-
compositions as well as linear-algebra decomposition tech-
niques such as Schur complement decomposition used in
interior point solvers. Since its initial release, Plasmo.jl
has refined its underlying abstraction and implementation
into what we now call an optigraph. In an optigraph, opti-
mization models live over nodes containing local variables
and constraints and are connected through edges by means
of linking (or hyper) constraints. An optigraph is a flexible
modeling paradigm to analyze complex structures of opti-
mization problems and it helps to exploit such structures
to perform different model processing tasks. For instance,
Plasmo.jl supports partitioning over various graph and hy-
pergraph representations to discover suitable decomposi-
tions for solvers. Plasmo.jl also provides graph analysis
techniques such as querying node neighborhoods and in-
cident edges which can be used to develop structured al-
gorithms that exploit graph properties. In this talk, we
present the underlying concepts and implementation pieces
of Plasmo.jl. We then discuss current efforts towards a
unified interface for decomposition solvers and distributed
modeling approaches.
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MS123

Distributionally Robust Optimization with Inde-
pendent Random Variables applied to Random
Graphs

We present a Distributionally Robust Optimization (DRO)
approach for complex networks that only depends on the
mean, range and dispersion of the degree distribution. This
requires DRO methods for functions of independent ran-
dom variables. This approach requires solving semi-infinite
linear programs, which proves to be very challenging. We
therefore resort to solving two relaxations that allow for
correlation between the random variables. Both relax-
ations turn out to give worst-case distributions which are
independent and hence also solve the original semi-infinite
program. In this way we establish tight bounds for the
clustering coefficient and the number of cliques in ran-
dom graphs and identify extremal random graphs with spe-
cific three-point degree distributions that attain these tight
bounds. DRO for independent random variables is largely
open and unexplored, and we present several open research
directions.
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MS123

Integer Programming Games and Combinatorial
Uncertainty

Nash equilibria enlighten the structure of rational behav-
ior in multi-agent decision-making, that is, decision-making
that accounts for the uncertainty stemming from interac-
tions. Nash equilibria are stable solutions, meaning that
no single agent has the incentive to defect from them prof-
itably. This talk explores the connections between Nash
equilibria and combinatorial uncertainty. We focus on In-
teger Programming Games (IPGs), a class of simultane-
ous and non-cooperative games where each player solves a
parametrized integer program. IPGs generalize any finite
game (e.g., bimatrix or normal-form), and provide a differ-
ent perspective to frame the combinatorial uncertainty that
affects decision-making. We review the theory and prac-
tice currently available to compute Nash equilibria, and
we propose a connection with robust (combinatorial) opti-
mization.
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A New Dual-Based Cutting Plane Algorithm for
Nonlinear Adjustable Robust Optimization

This talk explores a class of nonlinear Adjustable Robust
Optimization (ARO) problems, containing here-and-now
and wait-and-see variables, with uncertainty in the objec-
tive function and constraints. By applying Fenchels dual-
ity on the wait-and-see variables, we obtain an equivalent
dual reformulation, which is a nonlinear static robust op-
timization problem. Using the dual formulation, we pro-
vide conditions under which the ARO problem is convex
on the here-and-now decision. Furthermore, since the dual
formulation contains a non-concave maximization on the
uncertain parameter, we use perspective relaxation and
an alternating method to handle the non-concavity. By
employing the perspective relaxation, we obtain an upper
bound, which we show is the same as the static relaxation
of the considered problem. Moreover, invoking the alter-
nating method, we design a new dual-based cutting plane
algorithm that is able to find a reasonable lower bound
for the optimal objective value of the considered nonlinear
ARO model. The numerical experiments reveal the abil-
ities of our cutting plane algorithm in producing locally
robust solutions with an acceptable optimality gap.
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MS124

Post-Processing Algorithm with Chubanov
Method for Symmetric Cone Programs

We propose a new post-processing algorithm for symmet-
ric cone programs based on Chubanov’s method. Kanoh &
Yoshise (2021) reported that their variant of Chubanov’s
method could find more accurate solutions to strongly fea-
sible ill-conditioned problems, i.e., problems with feasi-
ble solutions only near the boundaries of the cone, than
the interior point method. Our algorithm is devised to
return a more accurate solution using the output solu-
tion from the interior point method and the variant of
Chuabonvs method proposed by Kanoh & Yoshise (2021).
We conducted numerical experiments with SDPLIB in-
stances. The results show that our algorithm outputs a
solution with a very small value of DIMACS error, the
measure of accuracy as an optimal solution, compared to
the solution that the interior point method returned.
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MS124

Interior Point Methods for Nonlinear Optimization
on Riemannian Manifolds

We extend the classical primal-dual interior point meth-
ods from the Euclidean setting to the Riemannian one.
Our method, named the Riemannian interior point method
(RIPM), is for solving Riemannian constrained optimiza-
tion problems. Under the standard assumptions, we es-
tablish locally superlinear and quadratic convergence of
RIPM. Moreover, we show the global convergence of RIPM
with classical line search. These are generalizations of the
classical frame of primal-dual interior point methods for
nonlinear programming proposed by El-Bakry et al. in
1996.
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An Efficient Dual SPG Method for Log-Det SDP
with Hidden Clustering Structure

We propose an extension of the DSPG algorithm for ef-
ficiently solving the dual problem of a sparse Gaussian
graphical model with a hidden clustering structure pro-
posed by Lin et al. (2020). By exploiting the projection
of the new variable based on the properties of the com-
plicated constraints, we prove that the proposed method
can generate a sequence that converges to an optimal so-
lution or find an optimal solution in a finite number of
iterations. Furthermore, we will also show that each iter-
ation of the proposed method can be computed at a lower
cost than applying the DSPG algorithm directly, by us-
ing the pool-adjacent-violators (PAV) algorithm. Lastly,
we discuss about the result of numerical experiments on
synthetic data.
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MS125

Accelerated Physical Models for PDE-Constrained
Inverse Design

Inverse design of large-scale structures and of average prop-
erties are pervasive challenges in engineering, in particular
in optics, because they involve optimizing high-dimensional
non-convex objective functions where a single function
evaluation uses significant time and computing resources.

These challenges limit the number and scope of such de-
signs. In this talk, we present methodologies to accelerate
PDE-constrained inverse design and break these limits. We
highlight two levels of acceleration. The first relies on phys-
ical knowledge to build models that exploit approximations
or problem formulations for efficiency. The second relies on
scientific machine learning surrogates to speed up reusable
building blocks by orders of magnitude. We will illustrate
these methods on large-scale metasurface designs for inco-
herent light and polychromatic applications.
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MS126

Communication Acceleration of Local Gradient
Methods Via An Accelerated Primal-Dual Algo-
rithm with Inexact Prox

Inspired by a recent breakthrough of Mishchenko et al.
[2022], who for the first time showed that local gradi-
ent steps can lead to provable communication accelera-
tion, we propose an alternative algorithm which obtains the
same communication acceleration as their method (Prox-
Skip). Our approach is very different, however: it is based
on the celebrated method of Chambolle and Pock [2011],
with several nontrivial modifications: i) we allow for an
inexact computation of the prox operator of a certain
smooth strongly convex function via a suitable gradient-
based method (e.g., GD or Fast GD), ii) we perform a
careful modification of the dual update step in order to
retain linear convergence. Our general results offer the
new state-of-the-art rates for the class of strongly convex-
concave saddle-point problems with bilinear coupling char-
acterized by the absence of smoothness in the dual func-
tion. When applied to federated learning, we obtain a
theoretically better alternative to ProxSkip: our method
requires fewer local steps O(κ1/3) or O(κ1/4), compared to
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O(κ1/2)of ProxSkip), and performs a deterministic number
of local steps instead. Like ProxSkip, our method can be
applied to optimization over a connected network, and we
obtain theoretical improvements here as well.
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MS126

A Regularized Variance-Reduced Modified Extra-
gradient Method for Stochastic Hierarchical Games

The theory of learning in games has so far focused mainly
on games with simultaneous moves. Recently, researchers
in machine learning have started investigating learning dy-
namics in games involving hierarchical decision-making.
We consider an N-player hierarchical game in which the
i-th player’s objective comprises of an expectation-valued
term, parametrized by rival decisions, and a hierarchical
term. Such a framework allows for capturing a broad range
of stochastic hierarchical optimization problems, Stackel-
berg equilibrium problems, and leader-follower games. We
develop an iteratively regularized and smoothed variance-
reduced modified extragradient framework for learning hi-
erarchical equilibria in a stochastic setting. We equip our
analysis with rate statements, complexity guarantees, and
almost-sure convergence claims. We then extend these
statements to settings where the lower-level problem is
solved inexactly and provide the corresponding rate and
complexity statements.
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MS126

On the Improved Conditions for Some Primal-Dual
Algorithms

The convex minimization of f(x) + g(x) + h(Ax) over Rn

with differentiable f and linear operator A has been well-
studied in the literature. By considering the primal-dual
optimality of the problem, many algorithms are proposed
from different perspectives, such as monotone operator
schemes and fixed point theory. In this talk, we show

that the convergence conditions for some primal-dual algo-
rithms can be relaxed, and some relaxations are optimal.
Specifically, we show that the product of primal and dual
stepsizes for PAPC and Chambool-Pock can be increased
up to 1/3, and this relaxation is optimal. We will also show
relaxed conditions for other primal-dual algorithms.
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MS127

Single-Call Stochastic Extragradient Methods: Im-
proved Analysis under Weaker Conditions

Single-call stochastic extragradient methods, like stochas-
tic past extragradient SPEG and stochastic optimistic gra-
dient SOG, have gained much interest in recent years
and are one of the most efficient algorithms for solving
large-scale min-max optimization and variational inequal-
ities problems (VIP). It has found numerous applications
in generative adversarial networks (GAN), reinforcement
learning, and robust learning. However, despite their un-
doubted popularity, current convergence analyses of SPEG
and SOG require a bounded variance assumption. More-
over, several important questions regarding the conver-
gence properties of these methods are still open, includ-
ing mini-batching, efficient step-size selection, and conver-
gence guarantees under different sampling strategies. In
this talk, we address these questions and provide conver-
gence guarantees for two large classes of structured non-
monotone VIPs: (i) quasi-strongly monotone problems (a
generalization of strongly monotone problems) and (ii)
Minty variational inequalities (a generalization of mono-
tone problems). We introduce the expected residual con-
dition and explain its benefits over previously used growth
conditions, expected co-coercivity, or bounded variance as-
sumptions. Equipped with this condition, we provide the-
oretical guarantees for the convergence of single-call extra-
gradient methods for different step-size selections, includ-
ing constant, decreasing, and stepsize-switching rules.
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Advances in Differentially Private Stochastic Sad-
dle Points

Motivated by various data analysis problems, including
synthetic data generation, group fairness in statistical
learning, and other equilibrium problems, the approxima-
tion of saddle points under differential privacy has received
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recent attention. In this talk, I will introduce this problem
as well as the main known convergence rates, and show
how to exploit geometric structure to obtain faster rates.
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tsgonzalez@uc.cl

Fabian Pedregosa
Google Research, Brain Team
pedregosa@google.com

Courtney Paquette
McGill University and Google Brain Team
cypaquette@google.com

MS127

On the Optimization of Variational Inequalities:
Insights from Continuous-Time

Solving for equilibria is an underlying problem of many
instances ranging from robustifications of standard min-
imization, GANs, and MARL, to potential applications
in economics, social or market dynamics, and finance.
Variational Inequalities (VIs) formalize this general prob-
lem class. While different methods for solving VIs per-
form differently in various setups, these have an identi-
cal continuous-time ordinary differential equation (ODE)
when derived naively. Thus, the ODE perspective—which
is proved powerful in analyzing optimization methods—
can not be used to address the central challenges of solv-
ing VIs such as convergence to spurious limit cycles. We
propose a principled way of deriving High-Resolution Dif-
ferential Equations (HRDEs) that generalizes the standard
ODE derivation and is similar to a framework studied in
fluid dynamics. We derive the HRDEs for several widely
used VI methods. While the HRDEs differ among most of
the methods, they yet reveal some non-evident connections
and give a novel interpretation of the optimistic gradient
descent method. Using tools from dynamical systems, we
show that their convergence can easily be verified for bi-
linear games. We show that the HRDE of Optimistic Gra-
dient Descent Ascent (OGDA) exhibits last-iterate conver-
gence for general monotone variational inequalities. Fi-
nally, we provide rates of convergence for the best iterate
of the discrete OGDA method, relying solely on the first-
order smoothness of the monotone operator.
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MS128

Structure Learning with Continuous Uncon-

strained Optimization

Structure learning of directed acyclic graphs (DAGs) is
a challenging task partly owing to the large search space
of possible graphs. Recently, continuous optimization ap-
proaches for structure learning have received considerable
attention, which typically solve a continuous constrained
optimization problem with an algebraic characterization of
DAG constraint. In this talk, we discuss how the con-
vergence property of existing formulation with hard DAG
constraint may lead to optimization difficulties such as ill-
conditioning issue. We then introduce an unconstrained
formulation based on soft sparsity and DAG constraints,
which is guaranteed to learn a DAG equivalent to the
ground truth under mild assumptions.
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Learning Latent Causal Graphs Via Mixture Ora-
cles

We study the problem of reconstructing a causal graphical
model from data in the presence of latent variables. The
main problem of interest is recovering the causal structure
over the latent variables while allowing for general, poten-
tially nonlinear dependencies. In many practical problems,
the dependence between raw observations (e.g. pixels in
an image) is much less relevant than the dependence be-
tween certain high-level, latent features (e.g. concepts or
objects), and this is the setting of interest. We provide
conditions under which both the latent representations and
the underlying latent causal model are identifiable by a re-
duction to a mixture oracle. These results highlight an
intriguing connection between the well-studied problem of
learning the order of a mixture model and the problem of
learning the bipartite structure between observables and
unobservables. The proof is constructive, and leads to sev-
eral algorithms for explicitly reconstructing the full graph-
ical model. We discuss efficient algorithms and provide
experiments illustrating the algorithms in practice.
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Optimization-Based Causal Estimation from Het-
erogenous Environments

We present an optimization approach to causal estima-
tion. Given data that contains covariates and an out-
come, which covariates are causes of the outcome, and
what is the strength of the causality? In classical ma-
chine learning (ML), the goal of optimization is to max-
imize predictive accuracy. However, some covariates might
exhibit a non-causal association with the outcome. Such
spurious associations provide predictive power for classical
ML, but they prevent us from causally interpreting the re-
sult. This paper proposes CoCo, an optimization algorithm
that bridges the gap between pure prediction and causal
inference. CoCo leverages the recently-proposed idea of
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environments, datasets of covariates/responses where the
causal relationships remain invariant but where the distri-
bution of the covariates changes from environment to envi-
ronment. Given datasets from multiple environmentsand
ones that exhibit sufficient heterogeneityCoCo maximizes
an objective for which the only solution is the causal so-
lution. We describe the theoretical foundations of this ap-
proach and demonstrate its effectiveness on simulated and
real datasets. Compared to classical ML and existing meth-
ods, CoCo provides more accurate estimates of the causal
model.
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MS129

Alternating Iteratively Reweighted Least Squares
Algorithms for Matrix and Tensor Decomposition

Over the last few years Iterative reweighted least square
(IRLS) algorithms have been widely applied in sparse re-
covery and low-rank matrix estimation problems providing
computational efficiency and fast convergence rates. In
this talk, I will focus on iterative reweighed least squares
algorithms for alternating minimization problems. First, I
will present an alternating IRLS algorithm for the low-rank
matrix factorization problem via minimizing a variational
form of the Schatten-p quasi-norm. The so-called alternat-
ing IRLS (AIRLS) algorithm consists of closed-form com-
putationally efficient updates for matrix factors. The pro-
posed AIRLS algorithm converges fast and provides rank-
revealing matrix factorizations. Second, I will extend these
ideas to a tensor decomposition problem. Specifically, I will
focus on the recently proposed block-term tensor (BTD)
decomposition model. I will present a hierarchical IRLS
(HIRLS) algorithm, which allows us to simultaneously re-
veal the number of BTD terms and the individual ranks of
the BTD factors by promoting column-sparsity in a hier-
archical fashion. Finally, I will present simulated and real-
data experimental results showing the merits of the pro-
posed IRLS algorithms and their merits in matrix/tensor
completion and hyperspectral image denoising problems.
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Iteratively Reweighted Least Squares Recovery on
Tensor Tree Networks

One fundamental approach to matrix recovery, being a pre-
decessor to tensor recovery, traces back to the affine rank
minimization problem. While there are various surrogate

approaches within that setting, we emphasize here that the
asymptotic minimization of the well-known, so called log-
det objective functions always yields the desired, minimal
rank matrices within the given, affine set; whereas such
may or may not recover an a-priorly sought for ground
truth. Concerning the commonly applied method of it-
eratively reweighted least squares (IRLS-0), one thus re-
mains with two concerns. How problematic are local min-
ima inherent to the log-det approach truly; and opposingly,
how influential instead is the numerical realization. With
higher dimensions in mind, based on the concept of matri-
cization, affine sum-of-ranks minimization then generalizes
the setting from matrices to tensors. While convergence
properties are directly transferable, we demonstrate that in
numerical experiments, the corresponding IRLS-0 method
can be exhausted in order to observe the theoretical phase
transition for generic tensor recoverability. In large-scale
applications in turn, alternating, reweighted optimization
on tensor tree networks allows to avoid exponential com-
putational complexity, without substantial loss of approx-
imation quality.
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The Flip Side of the Reweighted Coin: Duality of
Adaptive Dropout and Regularization

Among the most successful methods for sparsifying deep
neural networks are those that adaptively mask the net-
work weights throughout training. By examining this
masking, or dropout, in the linear case, we uncover a
duality between such adaptive methods and regulariza-
tion through the so-called ”η-trick” that casts both as
iteratively reweighted optimizations. We show that any
dropout strategy that adapts to the weights in a monotonic
way corresponds to an effective subquadratic regularization
penalty, and therefore typically leads to sparse solutions.
We obtain the effective penalties for several popular sparsi-
fication strategies, which are remarkably similar to classical
penalties commonly used in sparse optimization.
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The Cost of Nonconvexity in Deterministic Nons-
mooth Optimization

We study how nonconvexity affects the difficulty of non-
smooth optimization. A 2020 breakthrough by Zhang et
al. analyzed the complexity of an intuitively-appealing
randomized algorithm. Despite negative results in general
(Jordan et al.), a simple deterministic version succeeds on
difference-of-convex objectives, with complexity related to
negative ingredients in the objective’s distributional second
derivative.
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Global stability of first-order methods with con-
stant step size for coercive tame functions

We consider first-order methods with constant step size
for minimizing locally Lipschitz coercive functions that are
tame in o-minimal structures on the real field. We prove
that if the method is approximated by parametrized sub-
gradient trajectories, then the iterates eventually remain
in a neighborhood of a connected component of the set
of critical points. Under suitable regularity assumptions,
this result applies to the subgradient method with mo-
mentum, the stochastic subgradient method with random
reshuffling, the incremental gradient method with momen-
tum, and the random-permutations cyclic coordinate de-
scent method.
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Error Bounds for the Generalized Power Cone and
Applications in Algebraic Structure

Error bounds are a requisite for trusting or distrusting so-
lutions in an informed way, which are difficult to obtain
in the absence of constraint qualifications and known suc-
cinct expressions of projections. As an example of “non-
symmetric cones”, the generalized power cone has found its
applications in many areas and attracted more and more
attention. In this talk, using a recently developed frame-
work of one-step facial residual functions, we build error
bounds for the generalized power cones without any con-
straint qualifications. We also show that our error bounds
are tight in the sense of that framework. Besides their util-
ity for understanding solution reliability, the error bounds
we discover have additional applications to the algebraic
structure of the underlying cone. In particular, we use the
error bounds and facial structures of the generalized power
cone to establish the automorphism group of the general-
ized power cone and compute its dimension, which are both
unknown before our work. With this, we identify a set of
generalized power cones that are self-dual, irreducible, non-
homogeneous, and perfect.
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High-Dimensional Statistical Estimation via Sum-
of-Squares

One exciting new development of the past decade is the
evolution of the sum-of-squares method for algorithm de-
sign for high-dimensional statistical estimation. This
paradigm can be viewed as a principled approach to gen-
erating and analyzing semidefinite programming relax-
ations for statistical estimation problems by thinking of
the duals as proofs of statistical identifiability – i.e., proof
that the input data uniquely identifies the unknown tar-
get parameters. I will give an overview of the sum-of-
squares method for statistical estimation. Specifically, I
will discuss how strengthening (via semidefinite certifi-
cates) of basic analytic properties of probability distribu-
tions such as subgaussian tails, hypercontractive moments,
and anti-concentration resolve the central open question in
algorithmic robust statistics of robustly learning a high-
dimensional mixture of Gaussians.
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Geometric random walks and sampling from spec-
trahedra

We present algorithmic, complexity, and implementation
results on the problem of sampling points from polytopes
(the feasible regions of linear programs) and spectrahedra
(the feasible region of a semidefinite programs). To sample
from log-concave distributions, our main tool is geometric
random walks that we realize using primitive geometric op-
erations, that in turn exploit the algebraic and geometric
properties of convex bodies and, in particular, the (poly-
nomial) eigenvalue problem. We demonstrate how we can
use sampling to compute volumes and solve semidefinite
programs. If time permits, we also present applications in
systems biology and computational finance. The talk is
based on joint works with Apostolos Chalkis and Vissarion
Fisikopoulos.
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Data-scarce identification of learning dynamics via
sum-of-squares optimization

Understanding how populations of infinitesimal anony-
mous agents learn to adapt their behavior over time as
a result of repeated strategic interactions is a fundamen-
tal problem in science and engineering. In this work,
we develop a theoretical and algorithmic framework for
identifying the dynamics that govern agent behavior us-
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ing only samples from a short run of a single system tra-
jectory. In contrast to the modern data-driven paradigm
for model discovery, our framework is applicable to set-
tings where observational data is scarce. Our computa-
tional approach uses sum-of-squares optimization to solve
a side-information-assisted polynomial regression problem,
where we compensate for the absence of data by incorpo-
rating side-information constraints modeling a wide range
of agent behaviors. Our experimental results demonstrate
that the dynamics recovered by our method are indistin-
guishable from the ground truth dynamics with respect to
important benchmarks, including the equilibrium selection
problem in congestion games and the exact identification
of chaotic dynamics. Based on joint work with Georgios
Pilliouras and Joseph Sakos.
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Distributionally Robust Offline Reinforcement
Learning with Optimal Transport Distance

For offline reinforcement learning, the environment that
generates the offline data general differs from the environ-
ment that the learned policy deploys. To hedge against
such distributional shift, we adapt distributionally robust
offline reinforcement learning. To mitigate the unseen
worst cases, we adopt Wasserstein and Sinkhorn distance
instead of the f-divergence to construct the uncertainty set.
We further propose to combine Q learning with efficient
gradient-based methods to solve the problem.
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Bayesian Risk Markov Decision Processes

We consider finite-horizon Markov Decision Processes
where parameters, such as transition probabilities, are un-
known and estimated from data. The popular distribu-
tionally robust approach to addressing the parameter un-
certainty can sometimes be overly conservative. In this pa-
per, we propose a new formulation, Bayesian risk Markov
Decision Process (BR-MDP), to address parameter un-
certainty in MDPs, where a risk functional is applied in
nested form to the expected total cost with respect to the
Bayesian posterior distribution of the unknown parame-
ters. The proposed formulation provides more flexible risk
attitudes towards parameter uncertainty and takes into ac-
count the availability of data in future times stages. To
solve the proposed formulation with the conditional value-

at-risk (CVaR) risk functional, we propose an efficient ap-
proximation algorithm by deriving an analytical approxi-
mation of the value function and utilizing the convexity of
CVaR. We demonstrate the empirical performance of the
BR-MDP formulation and proposed algorithms on a gam-
bler’s betting problem and an inventory control problem.
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Finite Sample Guarantee for Distributionally Ro-
bust Q Learning

We consider a reinforcement learning setting in which the
deployment environment is different from the training envi-
ronment. Applying a robust Markov decision processes for-
mulation, we extend the distributionally robust Q-learning
framework studied in Liu et. al. 2021. Further, we improve
the design and analysis of their multi-level Monte Carlo es-
timator. Assuming access to a simulator, we prove that the
worst-case expected sample complexity of our algorithm to
learn the optimal robust Q-function within an � error in the
sup norm is upper bounded by Õ(|S||A|(1−γ)−5�−2). This
is the first sample complexity result for the model-free ro-
bust RL problem. Simulation studies further validate our
theoretical results.
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Joint Assortment and Inventory Planning Under
Markov Chain Choice Model

We study a joint assortment and inventory optimization
problem faced by an online retailer who needs to decide
on both the assortment and the inventories of a set of N
substitutable products before the start of a selling season
of length T to maximize the expected profit. We model dy-
namic stock-out based substitution by proposing a Markov
Chain choice model and present a near-optimal algorithm
for the problem achieving a O(v(NT)) regret with respect
to an LP upper bound. Our algorithm balances between
expected revenue and inventory costs by identifying a sub-
set of products that can pool demand without significantly
cannibalizing the revenue in the presence of dynamic sub-
stitution. We conduct computational experiments that
show that our algorithm empirically outperforms natural
approaches both on synthetic and realistic instances.
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Fulfillment Decisions And Route Selection For On-
line Retailing

Order fulfillment for online retailing includes deciding from
where to source the inventory for each order and how to
route the order from the source to the customer. This
research focuses on the routing decision for a context in
which the retailer has multiple routing options. These op-
tions can include third party carriers, as well as the re-
tailer’s own transportation resources, which may be capac-
ity constrained. To make these decisions in real time, we
propose computing shadow prices on the constrained trans-
portation resources, in order to have a way to compare the
(imputed) cost of the routing options. We illustrate the ap-
proach and the trade-offs with a simple fulfillment network
and then report on results from a more extensive compu-
tational experiment with a larger fulfillment network. This
research is joint with Pinyi Chen from MIT, and with in-
dustry collaborators.
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The Benefits of Delay to Online Decision-Making

Real-time decisions are usually irrevocable in many con-
texts of online decision-making. One common practice is
delaying real-time decisions so that the decision-maker can
gather more information to make better decisions (for ex-
ample, in online retailing, there is typically a time delay
between when an online order is received and when it gets
picked and assembled for shipping). However, decisions
cannot be delayed forever. In this paper, we study this
fundamental trade-off and aim to theoretically character-
ize the benefits of delaying real-time decisions. We pro-
vide such a theoretical foundation for a broad family of
online decision- making problems by proving that the gap

between the proposed online algorithm with delay and the
offline optimal hindsight policy decays exponentially fast in
the length of delay. We also conduct extensive numerical
experiments on the benefits of delay, using both synthetic
and real data that is publicly available. Both our theoret-
ical and empirical results suggest that a little delay is all
we need.
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A Superlinearly Convergent Subgradient Method
for Sharp Semismooth Problems

Subgradient methods comprise a fundamental class of non-
smooth optimization algorithms. Classical results show
that certain subgradient methods converge sublinearly for
general Lipschitz convex functions and converge linearly
for convex functions that grow sharply away from solu-
tions. Recent work has moreover extended these results
to certain nonconvex problems. In this work we seek to
improve the complexity of these algorithms, asking: is it
possible to design a superlinearly convergent subgradient
method? We provide a positive answer to this question for
a broad class of sharp semismooth functions.
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Lifted Primal-Dual Method for Bilinearly Coupled
Smooth Minimax Optimization

We study the bilinearly coupled minimax problem:
minx maxy f(x) + y�Ax − h(y), where f and h are both
strongly convex smooth functions and admit first-order
gradient oracles. Surprisingly, no known first-order algo-
rithms have hitherto achieved the lower complexity bound

of Ω((
√

Lx
μx

+ �A�√
μxμy

+
√

Ly

μy
) log( 1

ε
)) for solving this prob-

lem up to an ε primal-dual gap in the general parameter
regime, where Lx, Ly , μx, μy are the corresponding smooth-
ness and strongly convexity constants. We close this gap
by devising the first optimal algorithm, the Lifted Primal-
Dual (LPD) method. Our method lifts the objective into
an extended form that allows both the smooth terms and
the bilinear term to be handled optimally and seamlessly
with the same primal-dual framework. Besides optimality,
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our method yields a desirably simple single-loop algorithm
that uses only one gradient oracle call per iteration. More-
over, when f is just convex, the same algorithm applied
to a smoothed objective achieves the nearly optimal itera-
tion complexity. We also provide a direct single-loop algo-
rithm, using the LPD method, that achieves the iteration

complexity of O(
√

Lx
ε

+ �A�√
μyε

+
√

Ly

ε
).
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Gradient-Free Methods for Deterministic and
Stochastic Nonsmooth Nonconvex Optimization

Nonsmooth nonconvex optimization problems broadly
emerge in machine learning and business decision mak-
ing, whereas two core challenges impede the development
of efficient solution methods with finite-time convergence
guarantee: the lack of computationally tractable optimal-
ity criterion and the lack of computationally powerful or-
acles. The contributions of this paper are two-fold. First,
we establish the relationship between the celebrated Gold-
stein subdifferential and uniform smoothing, thereby pro-
viding the basis and intuition for the design of gradient-free
methods that guarantee the finite-time convergence to a
set of Goldstein stationary points. Second, we propose the
gradient-free method (GFM) and stochastic GFM for solv-
ing a class of nonsmooth nonconvex optimization problems
and prove that both of them can return a (δ, �)-Goldstein
stationary point of a Lipschitz function f at an expected
convergence rate at O(d3/2δ−1�−4) where d is the prob-
lem dimension. Two-phase versions of GFM and SGFM
are also proposed and proven to achieve improved large-
deviation results. Finally, we demonstrate the effective-
ness of 2-SGFM on training ReLU neural networks with
the Minst dataset.
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Adaptively Optimizing Experiments: Past,

Present, and Future

Using data to select, calibrate, and validate mathemat-
ical models is a concerstone of science and engineering.
Yet for many partitioners rely on classical “black-box” de-
sign of experiments (DoE) methods such as partial facto-
rial or response surface to postulate data collection cam-
paigns. These methods, while popular, are cumbersome
and data inefficient. In this talk, we survey recent ad-
vances in adaptive design of experiments and discuss their
relationship to dynamic optimization and optimal control.
Using several engineering examples, we argue optimization-
based methods such as model-based design of experiments
(MBDoE) and Bayesian optimization (BO) with Gaussian
process regression (GPR) surrogates are more data efficient
than classical DoE. Finally, we share our recent software
package, Pyomo.DoE (Wang & Dowling, AIChE Journal,
2022, https://doi.org/10.1002/aic.17813), that facilitates
MBDoE for large-scale partial differential-algebraic equa-
tion systems defined in the Python/Pyomo modeling envi-
ronment.
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Collaborative Decision-Making under Adversarial
and Information Constraints

Two major challenges in modern distributed computing
paradigms such as federated learning are communication-
efficiency and robustness to adversarial agents. While sev-
eral recent works have explored these themes for super-
vised learning, little to nothing is known about sequen-
tial decision-making (e.g., reinforcement learning and ban-
dits) in this regard. Motivated by this gap, we initiate the
study of these challenges by focusing on the linear stochas-
tic bandit formalism. First, we consider a collaborative
linear bandit setup where a fraction of the agents are ad-
versarial. For this setting, we design new algorithms that
balance the exploration-exploitation trade-off via carefully
constructed robust confidence intervals. When the frac-
tion of adversaries is small, we show that our proposed
algorithms provably benefit from collaboration, despite ar-
bitrary adversarial behavior. We also prove a fundamental
lower bound, revealing that our regret guarantees are mini-
max optimal in all parameters. Next, we formulate a novel
linear bandit problem involving a communication channel
of finite capacity. We develop an adaptive encoding mech-
anism that exploits statistical concentration bounds, and
prove that for a d dimensional model, a channel capacity
of O(d) bits suffices to achieve order-optimal regret. Over-
all, our work takes a significant step towards paving the
way for multi-agent sequential decision-making subject to
adversarial feedback and information constraints.

Aritra Mitra
University of Pennsylvania
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MS135

Nonconvex Constrained Distributed Optimization
for Plantwide Model Predictive Control

Model predictive control (MPC) on a plantwide scale in-
volves large optimization problems. For flexibility as well
as computational speed, distributed optimization algo-
rithms can be used, which decomposes large-scale systems
into subsystems and coordinate the subsystems by commu-
nicating their primal or primal-dual values. In the presence
of nonconvex constraints, however, the large number of it-
erations in distributed algorithms makes them prohibitive
to implement in real time. Here we discuss several algo-
rithms, including two from our research, for distributed
plantwide MPC. (1) ELLADA, a two-layer iterative algo-
rithm with two modifications. First, the tolerances of the
subproblems are made adaptive to the progress of the it-
erations, thus saving computation by inexact solutions in
intermediate iterations. Second, an Anderson acceleration
scheme is applied on inner iterations, which practically ac-
celerates the convergence with a pseudo-Newtonian con-
struction. (2) The Lyapunov envelope approach, a pri-
mal algorithm under a 1- and 2-norm regularized objec-
tive. The regularization terms are based on the incremen-
tally dissipative properties of the subsystems, thus retain-
ing closed-loop stability even when the iterations are early-
terminated prior to convergence. We also discuss potential
future directions, focusing on integrating distributed opti-
mization algorithms with automatic decomposition meth-
ods of large systems based on network analysis.
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MS136

Infinite Quantum Signal Processing

The quantum singular value transformation (QSVT) [Gi-
lyen, Su, Low, Wiebe, STOC 2019] provides a unified view-
point of a large class of practically useful quantum algo-
rithms. At the heart of QSVT is a new polynomial rep-
resentation, called quantum signal processing (QSP). QSP
represents a degree-d polynomial using products of matri-
ces in SU(2), parameterized by (d+1) real numbers called
the phase factors. When the polynomial of interest is ob-
tained by truncating an infinite polynomial series, a natural
question is whether the phase factors have a well defined
limit as d → ∞. In this talk, we will show that there exists
a consistent choice of the parameterization so that the limit
is well defined. This generalizes QSP to represent a large
class of non-polynomial functions, and this construction is
referred to as infinite QSP (iQSP). We present a very sim-
ple algorithm for finding such infinitely long phase factors
with provable performance guarantees. We will also show a
surprising connection between the regularity of the target

function and the structural properties of the phase factors.
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MS136

Quantum Hamiltonian Descent

Gradient descent is a fundamental algorithm in the the-
ory and practice of continuous optimization. Identifying
its counterpart in quantum computing is not only theo-
retically interesting but also could lead to practical quan-
tum algorithms. A conventional approach to quantum
speedups in optimization relies on the quantum acceler-
ation of intermediate steps of corresponding classical al-
gorithms while keeping the quality of their solutions. We
propose Quantum Hamiltonian Descent (QHD) as a truly
quantum counterpart of classical gradient methods, derived
from the path integral of classical dynamical systems corre-
sponding to the continuous-time limit of classical gradient
descent algorithms. We establish QHDs convergence to
the global optimum in both convex and non-convex set-
tings. More importantly, QHD is described as a time-
dependent Hamiltonian evolution that can be efficiently
simulated on both digital and analog quantum computers.
By embedding QHD into the so-called Quantum Ising Ma-
chine (including D-Wave and others), we empirically ob-
serve that the D-Wave-implemented QHD outperforms a
selection of state-of-the-art gradient-based classical solvers
and the standard quantum adiabatic algorithm, based on
the time-to-solution metric, on non-convex quadratic pro-
gramming instances up to 75 dimensions. Finally, we pro-
pose a three-phase picture to explain the behavior of QHD,
especially its difference from the quantum adiabatic algo-
rithm.

Jiaqi Leng, Ethan Hickman, Joseph Li, Xiaodi Wu
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The Design of Analog Quantum Algorithms

The conventional design of quantum algorithms is centered
around the abstraction of quantum circuits and relies on
a digital mindset for algorithmic applications. We pro-
pose another paradigm where the design of quantum algo-
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rithms is directly built on the abstraction of continuous-
time Hamiltonian evolution. Namely, we treat quantum
machines as programmable and efficient solvers for the
Schrodinger equation and directly develop applications on
top of that. We showcase that a few leading quantum appli-
cations (e.g., continuous-time quantum walk and quantum
PDE solvers) can be re-derived in this way, which share
the same features (e.g., efficiency, input/output assump-
tions) as their digital counterparts but could be likely im-
plemented on near-term analog quantum simulators with
minimal overheads.
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MS137

Algorithms for Deterministically Constrained
Stochastic Optimization

In this talk, we discuss stochastic optimization algorithms
for deterministically constrained problems based on the
sequential quadratic optimization (commonly known as
SQP) methodology. We present the rationale behind our
proposed techniques, convergence in expectation and com-
plexity guarantees for our algorithms, and the results
of preliminary numerical experiments that we have per-
formed.
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MS137

Learning-Rate-Free Learning by D-Adaptation

We describe a new hyper-parameter free method which
asymptotically achieves the optimal rate of convergence
for minimizing convex Lipschitz functions, with no back-
tracking, line searches or other additional computation per
step. Our approach is the first parameter-free method for
this class without additional multiplicative log factors in
the convergence rate. We present extensive experiments
for SGD and Adam variants of our method, where the
method automatically matches hand-tuned learning rates
across more than a dozen diverse machine learning prob-
lems, including large-scale vision and language problems.

Aaron Defazio
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MS138

Incremental Gradient Methods for Optimization
Problems with Variational Inequality Constraints

We consider minimizing a sum of agent-specific nondiffer-
entiable merely convex functions over the solution set of
a variational inequality (VI) problem in that each agent
is associated with a local monotone mapping. This prob-
lem finds an application in computation of the best equi-
librium in nonlinear complementarity problems arising in
transportation networks. We develop an iteratively reg-
ularized incremental gradient method where at each iter-
ation, agents communicate over a cycle graph to update
their solution iterates using their local information about
the objective and the mapping. The proposed method is
single-timescale in the sense that it does not involve any
excessive hard-to-project computation per iteration. We
derive non-asymptotic agent-wise convergence rates for the
suboptimality of the global objective function and infeasi-
bility of the VI constraints measured by a suitably defined
dual gap function. The proposed method appears to be
the first fully iterative scheme equipped with iteration com-
plexity that can address distributed optimization problems
with VI constraints over cycle graphs. Preliminary numer-
ical experiments for a transportation network problem and
a support vector machine model are presented.
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MS138

An Augmented Lagrangian Framework for Stochas-
tic Optimization Problems with Nonsmooth and
Compositional Constraints

We consider resolving the convex stochastic optimization
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problem where the objective and constraints are convex
but possibly complicated by uncertainty and composi-
tional interactions. We present a smoothed augmented La-
grangian framework for resolving such problems where the
Lagrangian subproblems are Lk-smooth and Lk is a known
constant. By employing variance-reduced schemes for get-
ting approximate solutions of such problems and a suit-
ably defined dual update, rate statements are established
for the primal sub-optimality and infeasibility. In addi-
tion, overall complexity guarantees are provided in both
expectation-valued and compositional regimes.

Peixuan Zhang, Uday V. Shanbhag
Pennsylvania State University
pqz5090@psu.edu, udaybag@psu.edu

Shuogang Yang
Hong Kong University of Science and Technology
yangsg@ust.hk

Ethan Xingyuan Fang
Duke University
ethanfangxy@gmail.com

MS138

Data-driven Piecewise Affine Decision Rule
Method for Stochastic Programming with Covari-
ate Information

In this talk, we study a class of stochastic programming
problems that minimize the conditionally expected cost
given a new covariate observation. With scenario pairs
of the random variable and the covariate information,
we formulate a data-driven piecewise affine decision rule
(PADR) framework for approximately solving the con-
textual decision-making problem. We provide the non-
asymptotic consistency of the data-driven PADR-based
framework by establishing the approximation accuracy of
piecewise affine functions. To solve the PADR-based em-
pirical risk minimization problem with the coupled non-
convex and nondifferentiable structure, we develop an
enhanced stochastic majorization minimization algorithm
with the nonasymptotic convergence rate analysis in terms
of directional stationarity. Numerical results in both un-
constrained and constrained problems with various nonlin-
ear generating models imply the superiority of the pro-
posed method compared with the state-of-the-art data-
driven methods, especially when the data is small and the
true generating model is sparse.
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MS139

Quasi-Newton Subspace Methods for Nonconvex
Uncontrained Optimization

This talk discusses subspace properties of subproblems that
appear in trust-region and cubic regularization methods
for smooth optimization problems. When the Hessian of
the objective function is approximated by suitable quasi-

Newton matrices it is possible to identify a low dimensional
subspace where any solution of the subproblem belongs.
These subspace properties allow the development of sub-
space versions of the referred methods which are suitable to
large-scale problems. Convergence and complexity results
are established for the subspace methods. The potential
advantages of the proposed methods are illustrated by nu-
merical results.
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On the Solution of the Cubic Regularization Model
in Nonlinear Optimization

The adaptive regularization algorithm (AR2) is a variant
of the second-order trust region scheme in which the step
length is controlled not explicitly but implicitly. This is
achieved by adding a cubic term in the quadratic Taylor
model to penalize long steps and updating the strength of
the penalization [Cartis,Gould,Toint, SIAM series, 2022].
AR2 enjoys optimal evaluation complexity and is an ef-
ficient solver for unconstrained minimization. The main
computational cost at each iteration is the solution of the
cubic regularization subproblem. Several approaches are
available in the literature which are tailored either for the
large-scale case or for the case where matrix factorizations
are feasible. In this talk we focus on both cases and ex-
plore the use of new generation Krylov subspace methods
to enhance the inexact model minimization.
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MS140

Scheduling Servers with Stochastic Bilinear Re-
wards

In this paper, we study scheduling in multi-class, multi-
server queueing systems with stochastic rewards of job-
server assignments following a bilinear model in feature
vectors characterizing jobs and servers. A bilinear model
allows capturing pairwise interactions of features of jobs
and servers. Our goal is regret minimization for the ob-
jective of maximizing cumulative reward of job-server as-
signments over a time horizon against an oracle policy that
has complete information about system parameters, while
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maintaining queueing system stable and allowing for dif-
ferent job priorities. We study a scheduling algorithm
based on weighted proportionally fair allocation criteria
augmented with marginal costs for reward maximization,
along with a linear bandit algorithm for estimating rewards
of job-server assignments. We show that our algorithm has
a sub-linear regret, as well as a sub-linear bound on the
mean queue length, in the time horizon. We also show
stability conditions for distributed iterative algorithms for
computing allocations, which is of interest in large-scale
system applications. We demonstrate the efficiency of our
algorithms by numerical experiments using both synthetic
randomly generated data and a real-world cluster comput-
ing data-trace.
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MS140

Scheduling Jobs with Stochastic Holding Costs

We study a single-server scheduling problem for the ob-
jective of minimizing the expected cumulative holding cost
incurred by jobs, where parameters defining stochastic job
holding costs are unknown to the scheduler. We consider
a general setting allowing for different job classes, where
jobs of the same class have statistically identical holding
costs and service times, with an arbitrary number of jobs
across classes. In each time step, the server can process a
job and observes random holding costs of the jobs that are
yet to be completed. We consider a learning-based cμ rule
scheduling which starts with a preemption period of fixed
duration, serving as a learning phase, and having gathered
data about jobs, it switches to nonpreemptive scheduling.
Our algorithms are designed to handle instances with large
and small gaps in mean job holding costs and achieve near-
optimal performance guarantees. The performance of al-
gorithms is evaluated by regret, where the benchmark is
the minimum possible total holding cost attained by the
cμ rule scheduling policy when the parameters of jobs are
known. We show regret lower bounds and algorithms that
achieve nearly matching regret upper bounds. Our numer-
ical results demonstrate the efficacy of our algorithms and
show that our regret analysis is nearly tight.
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MS141

Stochastic Optimization under Distributional Drift

We consider the problem of minimizing a convex func-
tion that is evolving according to unknown and possibly
stochastic dynamics, which may depend jointly on time
and on the decision variable itself. Such problems abound
in the machine learning and signal processing literature,
under the names of concept drift, stochastic tracking, and
performative prediction. We provide novel non-asymptotic
convergence guarantees for stochastic algorithms with iter-
ate averaging, focusing on bounds valid both in expectation
and with high probability. The efficiency estimates we ob-
tain clearly decouple the contributions of optimization er-
ror, gradient noise, and time drift. Notably, we show that
the tracking efficiency of the proximal stochastic gradient
method depends only logarithmically on the initialization
quality, when equipped with a step-decay schedule. Nu-
merical experiments illustrate our results.
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Bounding Optimality Gap in Stochastic Optimiza-
tion via Bagging: Statistical Efficiency and Stabil-
ity

We present a statistical method to estimate the optimal
value, and the optimality gap of a given solution, for
stochastic optimization. Our method is based on boot-
strap aggregating, or bagging, resampled sample average
approximation (SAA). We show how our approach leads to
valid statistical confidence bounds for possibly non-smooth
optimization with enhanced statistical efficiency and sta-
bility. In particular, our approach offers variance reduction
over batching methods, and more stable standard error es-
timates than methods directly based on central limit the-
orems. The theoretical underpinning of our method relies
on a new view of SAA as a kernel in an infinite-order sym-
metric statistic that can be approximated via bagging.
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MS142

Optimal Convex and Nonconvex Regularizers for a
Data Source

The use of regularization functionals to promote structure
in solving inverse problems has had a long history in ap-
plied mathematics, with a recent surge of interest in the
use of both convex and nonconvex functionals. The struc-
ture of such functionals largely lies in computational and
modeling considerations, but there is a lack of an over-
arching understanding of when convexity or nonconvexity
should be preferred for a given data distribution. As a
step towards understanding this, we consider the follow-
ing question: for a given data source, what is the optimal
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regularizer induced by a star body? To answer this, a vari-
ational optimization problem over the space of star bod-
ies is proposed to search for the optimal regularizer. This
class of sets covers convex bodies and also some nonconvex
geometries. We analyze the structure of population risk
minimizers by connecting minimization of the objective to
dual mixed volumes. These results are also shown to be
robust, as we establish convergence of empirical risk min-
imizers to the population risk minimizer with increasing
data. This talk is based on joint work with Oscar Leong,
Yong Sheng Soh, and Venkat Chandrasekaran.
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Data Processing Problems with Symmetries

In this talk, we discuss some data analytical problems in
which symmetries or invariances in the data arise. We
study these problems from a convex geometric perspective
in which the space of feasible solutions modeling signals
form an orbitope. We briefly discuss the algebraic and
geometric properties of such an object along with its im-
plications from a signal processing perspective.
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Preconditioned Gradient Descent for Overparam-
eterized Nonconvex Burer-Monteiro Factorization
with Global Optimality Certification

We consider using gradient descent to minimize the non-
convex function f(X) = φ(XXT ) over an n × r factor
matrix X, in which φ is an underlying smooth convex cost
function defined over n×n matrices. While only a second-
order stationary point X can be provably found in reason-
able time, if X is additionally rank deficient, then its rank
deficiency certifies it as being globally optimal. This way of
certifying global optimality necessarily requires the search
rank r of the current iterate X to be overparameterized
with respect to the rank r� of the global minimizer X�. Un-
fortunately, overparameterization significantly slows down
the convergence of gradient descent, from a linear rate with
r = r� to a sublinear rate when r > r�, even when φ is
strongly convex. In this paper, we propose an inexpensive
preconditioner that restores the convergence rate of gradi-
ent descent back to linear in the overparameterized case,
while also making it agnostic to possible ill-conditioning in
the global minimizer X�.
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MS143

Exploiting Low-Dimensional Structure in Bayesian
Inverse Problems Governed by a Nonlinear Stokes
Ice Sheet Flow Model

Solving large-scale Bayesian inverse problems governed by
complex forward models informed by large observational
data suffers from the twin difficulties of the high dimen-
sionality of the uncertain parameters and computationally
expensive forward models. When first and second-order
(Hessian) derivatives of the underlying optimization prob-
lem are available, inexact Newton in conjunction with a
Krylov space iterative solver and a suitable preconditioner
is an effective means of solving these problems. However,
large observational data has the effect of increasing the nu-
merical rank of the Hessian operator and hence the com-
putational cost per Newton iteration. In this talk, we ex-
ploit the local sensitivity of model predictions to parame-
ters which suggests that the Hessian has off-diagonal low-
rank structure, and so therefore build hierarchical matrix
Hessian approximations. We illustrate our approach with a
model ice sheet inverse problem governed by the nonlinear
Stokes equation for which the basal sliding coefficient field
is inferred from the surface ice flow velocity. The results
show that for problems with sufficiently-informative data,
hierarchical matrices provide a more computationally effi-
cient approximation than the related global low-rank ap-
proximation.
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MS144

Making Bilevel Machine Learning Fast, Scalable
and Flexible

Recent tremendous successes of deep learning highly rely
on the revolutions of a broad range of learning technolo-
gies. Many of these technologies, such as hyperparameter
optimization and meta-learning, require bilevel optimiza-
tion structures. With the increasing scale of datasets and
models, large-scale bilevel optimization emerges recently as
an exciting but challenging research topic in deep learning.
In this talk, I will first discuss some limitations of exist-
ing bilevel methods on the scalability with big data and
deep neural networks. I will then present two novel algo-
rithms, inspired by Neumann Series (NS) and Evolution
Strategy (ES) in stochastic optimization, for addressing
these challenges. I also present the theoretical guarantee
of the computational efficiency to support our design prin-
ciples, where some analysis tools can be of independent
interest.

Kaiyi Ji
University at Buffalo
kaiyiji@buffalo.edu

MS144

Implicit Gradient Algorithms for Constrained
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Bilevel Optimization in Machine Learning

In this talk, we will discuss several applications of bilevel
optimization (BLO) in machine learning. Specifically, we
will focus on BLO problems with constraints in the lower-
level (LL) objective. For such problems, the standard im-
plicit gradient-based approaches do not work in general. In
our talk, we will discuss specific cases of constrained BLO
and discuss approaches that allow us to develop (approx-
imate) implicit gradient-based algorithms for such prob-
lems. Finally, we will demonstrate the performance of
the proposed algorithms on signal processing and machine
learning applications.
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Algorithmic Foundation of Deep X-risk Optimiza-
tion

In this talk, I will present our recent research efforts for
deep X-risk optimization, which is applicable for solving
a variety of compositional measures. I will first present
some background about optimization for machine learning
and then introduce you a broad family of compositional
measures/objectives called X-risk. Then I will talk about
the algorithms for optimizing different X-risks and their
theoretical complexities. Finally, I will briefly talk about
their applications in machine learning and AI.
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Modern Challenges in Large-Scale and High Di-
mensional Data Analysis

Rapidly-growing fields such as data science, uncertainty
quantification, and machine learning rely on fast and accu-
rate methods for inverse problems. Three emerging chal-
lenges on obtaining relevant solutions to large-scale and
data-intensive inverse problems are ill-posedness of the
problem, large dimensionality of the parameters, and the
complexity of the model constraints. Tackling the imme-
diate challenges that arise from growing model complex-
ities and data-intensive studies, state-of-the-art methods
can easily exceed their limits of applicability. In this talk
we discuss efficient methods for computing solutions to dy-
namic inverse problems, where both the quantities of in-
terest and the forward operator typically change at time
instances. We consider large-scale ill-posed problems that
are made more challenging by their dynamic nature and,
possibly, by the limited amount of available data per mea-
surement step. In the first part of the talk, to remedy
these difficulties, we apply efficient regularization meth-
ods that enforce simultaneous regularization in space and
time and achieve this with low computational cost and en-
hanced accuracy. In the remainder of the talk, we focus on
designing spatiotemporal Bayesian Besov priors for com-
puting the MAP estimate in large-scale dynamic inverse
problems. Numerical examples from a wide range of appli-

cations, such as biomedical and tomographic reconstruc-
tion are used to illustrate the effectiveness of the described
approaches.
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Optimal parameter design for multi-energy com-
puted tomography technique

Multi-energy computed tomography (MECT) is an x-ray
transmission imaging technique that uses the energy de-
pendence of x-ray photon attenuation to determine the
elemental composition of an object of interest. Mathe-
matically, forward MECT measurements are modeled by
a nonlinear integral transform for which no analytical in-
version is available. In this talk, I will present some of our
recent results on the global uniqueness and the stability
of reconstructions in MECT. These analyses are useful for
designing optimal scan parameters, which will be demon-
strated using numerical simulations. This is joint work
with G. Bal, R. Gong, and E. Sidky.
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Epigraphs of Spectral Functions As Exotic Cones

We will discuss subclasses of cones defined from epigraphs
and perspectives of spectral functions that admit simple
self-concordant barrier functions. We implement these
cones in the solver Hypatia. We will show that many
advanced oracles that make Hypatia’s interior point algo-
rithm more efficient are available in analytic form, which
reduces the gap in the efficiency of oracles between stan-
dard and exotic cones.
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ProxSDP.jl : A Semidefinite Programming Solver
Written in Julia/jump

ProxSDP is an open-source semidefinite programming
(SDP) solver that exploits the low-rank structure inher-
ent to several SDP problems. In this talk we will focus on
the following: 1) Presenting the main ideas behind the ap-
proximate proximal point algorithm underlying ProxSDP.
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2) Using ProxSDP as an example of how one can leverage
the Julia and JuMP environment to develop state-of-art
optimization software.
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Optimization Problems with Eigenvalue Con-
straints

In this work, we consider optimization problems including
a spectral constraint λ(x) ∈ C, where λ(x) is the “eigenvec-
tor” of a vector x and C is a convex set of simple structure
(i.e., projection is easily computable). The eigenvector is
considered in an algebraic space like Jordan algebra so that
a spectral decomposition is available. While the constraint
is nonconvex, we argue that, if the objective function has a
specific form, the optimization problems with spectral con-
straint can be solved via convex optimization over C. We
use this fact to investigate some iterative methods such as
the projected gradient method and their convergence for
more general problems. We demonstrate some examples
and numerical results what our optimization model can
handle.
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Benders Decomposition for Integer Conic Pro-
gramming: a Computational Report

We consider to apply Benders decomposition for conic
programming having integer variables with difficult con-
straints. It is well-known that Farkas’ lemma for conic pro-
gramming requires an assumption of relative interior feasi-
ble points, and we need a similar assumption for Benders
decomposition algorithm to work. A similar model and re-
sults were already proposed by Vizbári (1996), but our for-
mulation is slightly different. We test the efficiency of Ben-
ders decomposition for conic programming by numerical
experiments. In the experiments, we focus on second-order
cones for closed convex cones in the problems. Test prob-
lems are randomly generated SOCP (second-order cone
programming) with integer variables. Detailed results will
be shown in the talk.
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MS148

A Nearest Neighbor Method for Continuous Sim-
ulation Optimization

We propose a version of the nearest neighbor method in
machine learning that operates as a global optimization al-
gorithm for continuous simulation optimization. The pro-
posed algorithm is an adaptation of the single observa-
tion search algorithm (SOSA) that incorporates the up-
per confidence bound approach into its sampling process
and adopts the quadratic function approximation for its
function value estimation. The upper confidence bound
component balances exploration and exploitation of SOSA,
enhancing the robustness of the sampling process against
the random errors. The quadratic function approximation
offers a more accurate generalization of the function values
within the neighborhood of an optimal solution, increasing
the accuracy of the optimal value estimation. The numer-
ical experiments illustrates the behavior of the proposed
method when it is applied to well-known test functions.
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MS148

Set-Based Optimization for Multiple Objectives
Utilizing Multi-Fidelity Models

Multi-objective and multi-fidelity modeling have a wide
range of literature available. Traditional multi-fidelity
methods typically assume the high-fidelity model repre-
sents ground truth. In reality, there are many applications
in which the truth is unknown, such as a system that is yet
to be implemented. Even high-fidelity models must incor-
porate some simplifying assumptions and/or contain noise.
I remove this assumption of ground truth and instead an-
alyze solution correlation between models, as highly cor-
related solutions among different models reflect accuracy.
Additionally, the assumption of a ground truth in tradi-
tional multi-fidelity modeling leads to methods that fo-
cus sampling on selecting the best high-fidelity function
evaluations via knowledge derived from low-fidelity mod-
els. I instead develop an importance sampling approach
that considers objective value, variance/uncertainty, rela-
tive accuracy/trustworthiness, and computational cost to
sample from all models. Complex systems often contain
multiple metrics for optimization, leading to the necessita-
tion of multi-objective optimization methods. In this re-
search, I develop a set-based multi-objective optimization
algorithm that utilizes this novel multi-fidelity approach to
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identify the Pareto-optimal set of solutions.
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MS148

Gaussian Process Models for Guiding the Global
Optimization of Noisy Functions

Many science applications give rise to optimization prob-
lems with computationally expensive, black-box, and noisy
objective functions. Surrogate models are often employed
to deal with the computational expense and black-box na-
ture of the problems. However, few are suited for noisy
functions. We present an optimization method that com-
bines global and local searches to address these types of
problems. Here, we use a Gaussian process model to iden-
tify interesting regions of the parameter space, and we em-
ploy Implicit filtering to thoroughly sample these regions.
We show the performance of this method on a set of test
problems and an application from quantum computing.
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Only Tails Matter: Average-Case Universality and
Robustness in the Convex Regime

The recently developed average-case analysis of optimiza-
tion methods allows a more fine-grained and representative
convergence analysis than usual worst-case results. In ex-
change, this analysis requires a more precise hypothesis
over the data-generating process, namely assuming knowl-
edge of the expected spectral distribution (ESD) of the ran-
dom matrix associated with the problem. This work shows
that the concentration of eigenvalues near the edges of the
ESD determines a problem’s asymptotic average complex-
ity. This a priori information on this concentration is a
more grounded assumption than complete knowledge of
the ESD. This approximate concentration is effectively a
middle ground between the coarseness of the worst-case
scenario convergence and the restrictive previous average-
case analysis. We also introduce the Generalized Cheby-
shev method, asymptotically optimal under a hypothesis
on this concentration and globally optimal when the ESD
follows a Beta distribution. We compare its performance to
classical optimization algorithms, such as gradient descent
or Nesterov’s scheme, and we show that, in the average-
case context, Nesterov’s method is universally nearly opti-
mal asymptotically.
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Federated Minimax Optimization

In this paper, we consider nonconvex minimax optimiza-
tion, which is gaining prominence in many modern ma-
chine learning applications such as GANs. Large-scale
edge-based collection of training data in these applications
calls for communication-efficient distributed optimization
algorithms, such as those used in federated learning, to
process the data. In this paper, we analyze Local stochas-
tic gradient descent ascent (SGDA), the local-update ver-
sion of the SGDA algorithm. SGDA is the core algorithm
used in minimax optimization, but it is not well-understood
in a distributed setting. We prove that Local SGDA
has order-optimal sample complexity for several classes
of nonconvex-concave and nonconvex-nonconcave minimax
problems, and also enjoys linear speedup with respect to the
number of clients. We provide a novel and tighter analysis,
which improves the convergence and communication guar-
antees in the existing literature. For nonconvex-PL and
nonconvex-one-point-concave functions, we improve the ex-
isting complexity results for centralized minimax problems.
Furthermore, we propose a momentum-based local-update
algorithm, which has the same convergence guarantees, but
outperforms Local SGDA as demonstrated in our experi-
ments.
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Compressed Proximal Stochastic Gradient for De-
centralized Composite Optimization

In this talk, I will present a compressed proximal stochas-
tic gradient by gradient tracking for solving decentralized
composite optimization. To guarantee convergence, exist-
ing methods without compression need to either take a
large batch of samples for each update or adopt a mo-
mentum variance-reduction technique. Numerically, we ob-
serve that on many machine learning problems, these meth-
ods often do not generalize as well as a standard proximal
stochastic gradient method with a small batch. However,
the convergence rate result of the latter is unknown. We
adopt the technique of the Moreau envelope and estab-
lish its convergence rate result. Furthermore, in order to
reduce the communication, we incorporate a compression
technique in the method and show a similar convergence
result can be shown.
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Advances in Stochastic Variational Inequalities and
Applications in Federated Learning

Recently Mishchenko et al. (2022) proposed and analyzed
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ProxSkip, a provably efficient method for minimizing the
sum of a smooth (f) and an expensive nonsmooth prox-
imable (R) function (i.e. minx∈Rd f(x) +R(x)). The main
advantage of ProxSkip, is that in the federated learning
(FL) setting, offers provably an effective acceleration of
communication complexity. In this talk, we extend this ap-
proach to the more general regularized variational inequal-
ity problems (VIP). In particular, we propose ProxSkip-
VIP algorithm, which generalizes the original ProxSkip
framework of Mishchenko et al. (2022) to VIP, and we
provide convergence guarantees for a class of structured
non-monotone problems. In the federated learning setting,
we explain how our approach achieves acceleration in terms
of the communication complexity over existing state-of-the-
art FL algorithms. We will also discuss other extensions in
FL based on this framework.
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MS151

Latent Hierarchical Causal Structure Discovery
with Rank Constraints

Most causal discovery procedures assume that there are
no latent confounders in the system, which is often vi-
olated in real-world problems. In this talk, we consider
a challenging scenario for causal structure identification,
where some variables are latent and they form a hierarchi-
cal graph structure to generate the measured variables; the
children of latent variables may still be latent and only leaf
nodes are measured, and moreover, there can be multiple
paths between every pair of variables (i.e., it is beyond tree
structure). We propose an estimation procedure that can
efficiently locate latent variables, determine their cardinali-
ties, and identify the latent hierarchical structure, by lever-
aging rank deficiency constraints over the measured vari-
ables. We show that the proposed algorithm can find the
correct Markov equivalence class of the whole graph asymp-
totically under proper restrictions on the graph structure.
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Reframed GES with a Neural Conditional Depen-
dence Measure

In a nonparametric setting, the causal structure is often
identifiable only up to Markov equivalence, and for the
purpose of causal inference, it is useful to learn a graphi-
cal representation of the Markov equivalence class (MEC).

In this paper, we revisit the Greedy Equivalence Search
(GES) algorithm, which is widely cited as a score-based
algorithm for learning the MEC of the underlying causal
structure. We observe that in order to make the GES al-
gorithm consistent in a nonparametric setting, it is not
necessary to design a scoring metric that evaluates graphs.
Instead, it suffices to plug in a consistent estimator of a
measure of conditional dependence to guide the search.
We therefore present a reframing of the GES algorithm,
which is more flexible than the standard score-based ver-
sion and readily lends itself to the nonparametric setting
with a general measure of conditional dependence. In ad-
dition, we propose a neural conditional dependence (NCD)
measure, which utilizes the expressive power of deep neu-
ral networks to characterize conditional independence in
a nonparametric manner. We establish the optimality of
the reframed GES algorithm under standard assumptions
and the consistency of using our NCD estimator to decide
conditional independence. Together these results justify
the proposed approach. Experimental results demonstrate
the effectiveness of our method in causal discovery, as well
as the advantages of using our NCD measure over kernel-
based measures.
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MS151

Consistent and efficient mixed integer program-
ming for learning directed acyclic graphs

Learning directed acyclic graphs (DAGs) is computation-
ally and statistically challenging. We cast the problem as
a mixed-integer program with an objective function com-
posed of a convex quadratic loss function and a regular-
ization penalty subject to linear constraints. The opti-
mal solution to this mathematical program is known to
have desirable statistical properties under certain condi-
tions. However, the state-of-the-art optimization solvers
are not able to obtain provably optimal solutions to the
existing mathematical formulations for medium-size prob-
lems within reasonable computational time. To address
this difficulty, we tackle the problem from both computa-
tional and statistical perspectives. Computationally, we
propose an efficient mixed-integer quadratic optimization
(MIQO) model, the layered network formulation. In addi-
tion to offering improvements compared with the existing
approaches, the new formulation can also take advantage
of easily obtainable super structures, such as the moral
graph, to reduce the number of possible DAGs. Statisti-
cally, we propose an early stopping criterion to terminate
the branch-and-bound process in order to obtain a near-
optimal solution to the mixed-integer program, and estab-
lish the consistency of this approximate solution.
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Subgradient methods avoid strict saddle point in
nonsmooth optimization

This talk seeks to answer whether subgradient-type meth-
ods avoid saddle points of nonsmooth functions. Our main
result shows that for a ”generic” class of semialgebraic
functions, stochastically perturbed (projected)subgradient
methods converge only to local minimizers. As a by-
product of our proof technique, we extend the classical
asymptotic normality guarantee to stochastic subgradient
methods.
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MS152

Subgradient Sampling for Nonsmooth Nonconvex
Minimization

We focus on a stochastic minimization problem in the non-
smooth and nonconvex setting which applies for instance
to the training of deep learning models. A popular way in
the machine learning community to deal with this problem
is to use stochastic gradient descent (SGD). This method
combines both subgradient sampling and backpropagation,
which is an efficient implementation of the chain-rule for-
mula on nonsmooth compositions. Due to the incompati-
bility of these operations in the nonsmooth world, the SGD
can generate spurious critical points in the optimization
landscape which does not guarantee the convergence of the
objective function to a meaningful value. We will explain
in this talk how the model of Conservative Gradients is
compatible with subgradient sampling and backpropaga-
tion, allowing to obtain convergence results for nonsmooth
SGD. By means of definable geometry, we will emphasize
that functions used in machine learning are locally endown
with geometric properties of piecewise affine functions. In
this setting, chain-ruling nonsmooth functions, and sam-
pling subgradients output conservative gradients, but also,
spurious critical points are hardly attained when perform-
ing SGD in practice.
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Convergence of Random Reshuffling under the
Kurdyka-Lojasiewicz Inequality

In this talk, we present novel convergence properties of the
random reshuffling (RR) method for smooth nonconvex op-
timization problems with a finite-sum structure. Though
this method is widely utilized in practice, e.g., in the train-
ing of neural networks, its convergence behavior is only un-
derstood in several limiting cases. Based on the Kurdyka-
Lojasiewicz (KL) inequality, we verify that the whole se-
quence of iterates generated by RR is convergent and con-
verges to a single stationary point of problem in an almost
sure sense. Corresponding rates of convergence are derived
which depend on the KL exponent and suitably selected di-
minishing step sizes. When the KL exponent lies in [0, 1

2
],

the convergence is at a rate of O(t−1) with t counting the
number of iterations. The standard KL inequality-based
convergence framework only applies to algorithms with a
certain descent property. We conduct a novel analysis for
the non-descent RR method with diminishing step sizes
based on the KL inequality which generalizes the standard
KL framework and techniques.
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Interior Point Method for SDPs Using the Factor-
Width Cone

In this talk we revisit the class of factor-width cones and
discuss how they may be leveraged to approximate semidef-
inite programming problems. We present an interior point
algorithm over these cones which converges to the opti-
mal solution of the SDP, thereby generalizing a result by
Sznaier and Roig-Solvas. The underlying idea of the pro-
posed method is an iterative rescaling of the data matrices
and was inspired by Ahmadi and Hall. This is joint work
with Etienne de Klerk.
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Polynomial Optimization and Low-Rank SDPs

Polynomial optimization is an important class of non-
convex optimization problems, which is closely related to
measure theory, the theory of polynomial nonnegativity
in mathematics, and also arises in diverse areas including
power networks, computer vision, combination optimiza-
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tion, neutral networks, quantum information. In this talk,
I will introduce the popular tool for globally solving poly-
nomial optimization – the Moment-SOS hierarchy, and dis-
cuss how to reduce its complexity by exploiting sparsity.
To efficiently solve large-scale low-rank SDPs arising from
the Moment-SOS hierarchy, we propose an augmented La-
grange framework based on Riemann manifold optimiza-
tion.
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Optimal Distributional Robustness for Offline Re-
inforcement Learning

We introduce a new modelling framework for the Offline
Off-policy Reinforcement Learning problem when having
access to a single trajectory of correlated data. The pre-
sented method combines a generalized information projec-
tion which is induced by the correlation structure of the
underlying Markov Decision Process with a specifically tai-
lored distributionally robust optimization problem. Our
approach is purely data-driven relying solely on the behav-
ioral data without assuming any expert knowledge. We
show that the presented framework achieves optimal ro-
bustness guarantees among a wide range of popular ap-
proaches.
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Numerically Solving High-Dimensional Reflected
Brownian Motion Control Based on Deep Rein-
forcement Learning

Reflected Brownian Motion (RBM) is essential in stochas-
tic modeling and operations management. Despite its mod-
eling power, it is well-known that the RBM control prob-
lems are challenging, even numerically. The recent progress
of deep learning and reinforcement learning inspires us to
solve using neural network approximations. In this pa-
per, we study the discount-reward and ergodic RBM drift-
control problems based on neural network parametrization
of the value and gradient functions. Our method is an ana-
logue of Q-learning in reinforcement learning and could be
seen as an off-policy method because it only uses simulated
paths under one particular control. We then extend our
method to deal with singular control. Finally, We demon-
strate the performance of our methods in two standard
operations management models: make-to-order production

with thin streams and dynamic pricing in high-dimensional
regime.
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Balancing Social Optimality and Nash Equilibria
for Bid Recommendations in Online Ad Auctions:
A Mean-field Optimization Approach

Mean-field Game and Mean-field Control have been widely
utilized in various application fields to analyze multi-agent
games. However, they fall short in addressing complex
problems, such as bid recommendations in online ad auc-
tions, due to the interplay of competition and cooperation.
Recommended bids should consider not only the competi-
tion among advertisers for online ad impressions, but also
the interests of the publisher, shoppers, and advertisers
in terms of ad revenue, user experience, and sales. The
ad publisher aims to optimally balance the interests of all
parties, including their own, while considering the existing
competition. This cannot be achieved through traditional
social optimality or equilibrium concepts alone. To ad-
dress this challenge, we propose an optimization framework
that balances the trade-off between social optimality and
equilibria. We further establish convergence guarantees
and study our framework s asymptotic relationship with
the classical equilibrium selection problem. Our extensive
experiments in a simulated ad auction environment show
that our proposed framework efficiently estimates mean-
field equilibria bidding policies and effectively balances the
optimization of multiple objectives, demonstrating its em-
pirical efficacy.
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Scalable Approximately Optimal Policies for Multi-
Item Stochastic Inventory Problems

We analyze an inventory system wit I items sharing a lim-
ited storage capacity or inventory budget in each of T pe-
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riods of the planning horizon. Demands for the different
items follow a general multivariate Normal distribution al-
lowing for arbitrary correlation structures. Inventories may
be adjusted by placing orders which arrive after a given
lead time, or by salvaging part of the inventory. The ca-
pacity constraints are modeled as chance constraints that
impose an upper bound on the overflow probability in each
period. We propose a heuristic policy that is asymptoti-
cally optimal in limit of a large number of items I when
demands are correlated only among items within a com-
mon product line. The complexity of computing the policy
grows as I2̂ T(̂3/2). We also propose another policy that
we recommend for moderate values of I. An extensive nu-
merical study involving more than 28,000 instances with up
to 40 items, shows that the average gap between the upper
bound and lower bound is 1.05%, with 98.2% exhibiting
a gap smaller than 5%. Empirically, we observe that the
runtime of the inventory reduction algorithm grows lin-
early with I. From a managerial perspective, we provide a
scalable methodology to identify near optimal procurement
strategies for a problem that is central to most brick-and-
mortar and online retailers and distributors. Additionally,
this methodology can be used to guide capacity planning
as well as assortment decisions.
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Cost Optimization in Physical Store Supply Chain

In daily operations of physical retail stores (e.g. grocery),
store managers face tight capacity constraints and thus
continuously have to make trade-offs between cost of ca-
pacity and labor cost. In this paper, we investigate a two-
echelon distribution network, where the distribution cen-
ters (DC) are used to supply customer facing physical retail
stores. More specifically, we focus on the cost impact of
ship-pack decisions for the flows between DCs and stores.
Ship-packs could be master-packs, inner-packs or eaches.
We developed a mathematical model that makes optimal
ship-pack decisions for each item by considering the total
cost impact on the supply chain, i.e. on the DCs as well as
on the physical retail stores. We show that by optimally
deciding the ship-pack for each item, overall supply chain
costs could be significantly reduced. Finally, most store
managers tend to argue that the item sales velocity is the
single most dominant factor affecting its ship-pack deci-
sion. Our results also demonstrate that this is not quite
true, and the inventory replenishment strategy and store
shelf capacity for each item are also critical factors.
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A Second-Order Descent Method with Active-Set
Prediction for Group Sparse Optimization

In this paper, we propose a second-order algorithm for the
solution of finite and infinite dimensional group sparse opti-
mization problems. Group sparse optimization has gained
a lot of attention in the last years due to several impor-
tant classification problems requiring group sparse solu-
tions. The most prominent application example is the
group LASSO problem, which consists in minimizing a
least-squares fitting term together with the group sparsity
l1/l2 norm. The method is built upon the steepest descent
directions of the nonsmooth problem, which are further
modified by using second-order information. A prediction
step is also proposed for faster identification of the strong
active set. A general convergence result is proved, and
the active set behavior is analyzed. The work ends with
comparative computational experiments to test the perfor-
mance of the devised algorithm.
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Information in High-Dimensional Stochastic Con-
trol

In economics and many disciplines of engineering, the
available ‘information’ (i.e., consumer/market data, sen-
sor measurements) plays an essential role in the design
of models and control mechanisms. The rapidly develop-
ing field of mean field games and control theory builds a
framework to analyze models consisting of many interact-
ing agents. ’Information structures’ in these models can
dictate how the agents cooperate as well as how they deter-
mine their strategies from available data. In the ’mean field
limit’ as the number of agents goes to infinity, the limiting
mean field game is known to not distinguish between in-
formation structures when the interactions are sufficiently
’long range’. We investigate further this phenomenon to
better understand the role that information does play in
these problems. Using a functional central limit theo-
rem, we find that the ‘fluctuations’ from the mean field
limit are determined by the solution of a linear-quadratic-
Gaussian stochastic control problem. We also consider ma-
chine learning based algorithms that leverage this emergent
structure to obtain good approximations to the optimal
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control for high dimensional problems.
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Energy Dissipative Adaptive Gradient Descent
Method

We propose a new optimization algorithm for a general
non-convex function, which possesses unconditionally en-
ergy stable property. The optimization problem is equiv-
alent to a gradient flow problem in some case, where the
gradient flow can be derived by a free energy functional.
We introduce a new modified energy based on a relaxation
form of the original energy. The algorithm will keep en-
ergy dissipative regardless of the learning rate. Despite
it, the selection of the learning rate can be determined by
an energy indicator. Assuming the objective function to
be smooth and convex, we can show the convergence and
obtain the first order convergence rate of the algorithm.
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Exponential Decay of Sensitivity and Domain De-
composition with Overlap for Dynamic and Other
Graph-Indexed Optimization

We prove that certain classes of graph-indexed optimiza-
tion (GIO) problems exhibit exponential decay of sensi-
tivity with respect to perturbation in the data. GIOs in-
clude dynamic optimization (for the linear graph), or dis-
tributed, including network control (for the mesh/network-
time product graph). This feature allows for very efficient
approximation, solutions, or policies based on domain de-
composition with overlap relative to centralized or mono-
lithic approaches. In particular, we prove that the proper
efficiency metric increases exponentially fast with the over-
lap size. Immediate consequences of such behavior are that
distributed control policies with overlap approach the per-
formance of centralized policies exponentially fast and that
Schwarz-type algorithms exhibit, in addition to exceptional
parallelism, a linear rate of convergence that tends expo-
nentially fast to zero.
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Modeling and Solution of Large-Scale Block-
Structured Nonlinear Optimization Problems in
Julia

Many large-scale nonlinear programs (NLPs) exhibit block
structures; prototypical examples include optimal control
problems and multi-stage stochastic programs. Several
decomposition-based algorithms have been proposed in the
literature to solve large-scale instances of these problems
in a scalable manner. Although these algorithms have
been shown to be effective in practice, there are currently
no readily usable modeling and solution tools that imple-
ment these methods. The implementation of these meth-
ods with existing modeling and solution tools is complex as
it requires ad-hoc and intrusive manipulation of problem
data structures. In this work, we introduce BlockNLP-
Models.jl and BlockNLPAlgorithms.jl, open-source soft-
ware frameworks implemented in Julia Language that fa-
cilitate modeling and solution of block-structured NLPs.
BlockNLPModels.jl provides AbstractBlockNLPModel, a
minimal abstraction for block-structured NLPs. The mod-
els represented in AbstractBlockNLPModel format can be
solved in a scalable manner by BlockNLPAlgorithms.jl,
which provides parallel implementations of dual decom-
position and alternating direction method of multipliers
(ADMM). Our framework allows the modular construc-
tion of block-structured models and offers the flexibility for
the user to specify tailored algorithms for individual sub-
problems. We showcase the capability of BlockNLPMod-
els.jl and BlockNLPAlgorithms.jl with large-scale PDE-
constrained control problems.
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STOCS: Simultaneous Trajectory Optimization
and Contact Selection for Contact-Rich Manipu-
lation

Contact-implicit trajectory optimization is an effective
method to plan complex trajectories for various contact-
rich systems including manipulation and locomotion.
These methods formulate contact as complementarity con-
straints and require solving a mathematical program with
complementarity constraints (MPCC). However, MPCC
solve times increase steeply with the number of variables
and complementarity constraints, which limits their appli-
cability to problems with low geometric complexity. This
paper introduces the simultaneous trajectory optimization
and contact selection (STOCS) method that embeds the
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detection of salient contact points and contact times in-
side trajectory optimization. Because the number of active
contact points is usually small, this approach minimize the
number of MPCC variables and constraints, which makes
solving manipulation trajectories for objects with complex,
non-convex geometry computationally tractable. The pro-
posed approach is validated on pivoting and sliding prob-
lems in simulation and on a 6 DoF manipulator arm.
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MS158

Role of Non-Newtonian Geometry of Curved Space
in Optimization

We illustrate this role in multiple cases of optimization oc-
curring in nature or man-made problems which may be
convex or non-convex. Nature solves optimization prob-
lems, since laws of nature are nothing but optimality con-
ditions. While Newtons theory of gravitation was de-
fined in flat Euclidean space, Einstein showed that space-
time is actually a curved manifold with metric governed
by his famous p.d.e. This theory has correctly explained
many observed phenomenon in astrophysics and structure
of the universe. In man-made convex optimization prob-
lems such as Linear Programming and Tensor Optimiza-
tion ( which includes semi-definite programming ), interior-
point methodology exploits underlying Non-Newtonian ge-
ometry of interior-point space, leading to efficient methods
for large-scale problems. This role is further amplified for
non-convex problems by defining appropriate metric and
affine-connection of curved space satisfying certain p.d.e.,
so that the function to be optimized becomes a generalized
polynomial, i.e. having Taylor series expansion w.r.t. arc-
length parameter of geodesics in the curved space which
terminates after finite number of terms.
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Tensor Optimization and Applications

First example of applying tensor optimization to combina-
torial problems was shown in IPCO 1992: pages 406-420.
We improve and strengthen those results in several ways
and obtain computational results on three problems graph
partitioning, satisfiability and analysis of counterexamples

related to Hilberts 17th problem. For this we created a
mixed symbolic numeric model formulation package which
facilitates definition of objective function, equality and in-
equality constraints and definition of new dependent vari-
ables. For discrete problems certain inequalities valid at
candidate solutions are dynamically incorporated in the it-
erations of the continuous optimization algorithm based on
underlying non-Newtonian geometry of the interior-point
space. For graph partitioning we obtain optimal solutions
including proof of optimality. For satisfiability problem we
either find the satisfiable assignment or construct and out-
put proof of unsatisfiability. For Hilberts 17th problem we
analyse concrete examples whose non-negativity has been
established to be not provable using sums of the squares
expressions valid in RN. However, for these counterexam-
ples, we construct non-negativity proofs by computation-
ally constructing sums of squares expressions valid on cer-
tain sub-varieties of RN The same modeling package men-
tioned above is used to post process the solver output into
symbolic proofs of optimality or infeasibility.
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Searching For Hypergraphs Using Reinforcement
Learning

We investigate the use of deep reinforcement learning
methods for finding optimal combinatorial structures. In
particular, we extend the methods of Wagner to hyper-
graphs, aiming to find examples that challenge the Fred-
man and Khachiyan duality checking algorithm. In doing
this, we highlight some natural optimization problems on
pairs of transversal hypergraphs, where we present some
preliminary extremal results.
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Balancing Communication and Computation in
Gradient Tracking Algorithms for Decentralized
Optimization

In this talk, we present a unified framework for the vari-
ous gradient tracking algorithms present in literature. We
introduce flexibility with respect to communication struc-
ture and number of communication and computation steps
performed each iterations over this framework. We theo-
retically differentiate among the different gradient tracking
algorithms. We provide convergence conditions and theo-
retically show improvement with the introduced flexibility.
We illustrate the improvements on quadratic functions and
binary classification problems.
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Huber Loss-based Penalty Approach to Problems
with Linear Constraints*

We consider an optimization problem with many linear in-
equalities constraints. To deal with a large number of con-
straints, we provide a penalty reformulation of the problem,
where the penalty is a variant of the one-sided Huber loss
function. We study the infeasibility properties of the solu-
tions of penalized problems for nonconvex and convex ob-
jective functions, as the penalty parameters vary with time.
Then, we propose a random incremental penalty method
for solving convex problem, and investigate its convergence
properties for convex and strongly convex objective func-
tions. We show that the iterates of the method converge
to a solution of the original problem almost surely and in
expectation for suitable choices of the penalty parameters
and the stepsize. Also, we establish convergence rate of the
method for appropriately defined weighted averages of the
iterates for the expected function values. We establish con-
vergence rate results which, to the best of our knowledge,
are the first results on the convergence rate for the penalty-
based incremental subgradient method with time-varying
penalty parameters.
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Analyzing Inexact Hypgergradients for Bilevel
Learning

Estimating hyperparameters has been a long-standing
problem in machine learning. We consider the case where
the task at hand is modelled as the solution to an optimiza-
tion problem. In this case the exact gradient with respect
to the hyperparameters cannot be computed and approxi-
mate strategies are required. We provide an analysis of two
classes of methods based on inexact automatic differentia-
tion or approximate implicit differentiation. Our analysis
reveals that these two strategies are actually tightly con-
nected, and we derive a priori and a posteriori estimates
for both methods which can be used to bound computa-
tions and gain further insights what their accuracy actually
depends on.
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On the conservative fields of optimal value func-
tions

Properties of optimal value functions are critical for the de-
sign of numerical algorithms for min-max, two-stage and
bilevel optimization problems. In this talk, we address the
first-order variational properties of the value functions for
bi-parametrized nonlinear optimization problems, where
both the data in the objective and constraints are varying
coefficients. We characterize the conservative fields of such
optimal value functions without requiring the uniqueness
of the optimal solutions or multipliers. The results provide
the theoretical justification of (stochastic) gradient descent
methods for solving complicated hierarchical optimization
problems with varying constrained sets.
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Complexity analysis for a zeroth-order framework
for the optimization of value-functions under un-
certainty.

Value-function optimization emerges in a range of settings.
Such problems are particularly challenging when the value-
function corresponds to a stochastic optimization problem.
Few schemes, if any, exist for contending with such prob-
lems in constrained regimes. We present an inexact zeroth-
order scheme for resolving such problems and provide the
associated rate and complexity guarantees.
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Surrogate Schemes for Computation of Nash Equi-
libria under Uncertainty

Surrogate schemes have proved useful in resolving a broad
range of distributed and nonconvex optimization problems.
We consider a class of Nash equilibrium problems compli-
cated by uncertainty. Synchronous surrogate schemes are
presented and the associated rate and complexity guaran-
tees for inexact counterparts are provided.
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A Logistic Regression and Linear Programming
Approach for Multi-Skill Staffing Optimization in
Call Centers

We study a staffing optimization problem in multi-skill call
centers. The objective is to minimize the total cost of
agents under some quality of service (QoS) constraints.
The key challenge lies in the fact that the QoS func-
tions have no closed-form and need to be approximated
by simulation. We propose a new way to approximate
the QoS functions by logistic functions and design a new
algorithm that combines logistic regression, cut genera-
tions, and logistic-based local search to efficiently find good
staffing solutions. We report computational results using
examples up to 65 call types and 89 agent groups showing
that our approach performs well in practice, in terms of
solution quality and computing time.
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New Results on Penalty Decomposition Methods
for Constrained Optimization

The Penalty Decomposition (PD) approach is a well con-
solidated optimization strategy devised for some classes of
problems with structured, difficult constraints. In this talk,
we discuss some novel results concerning the possibility of
adopting this approach to tackle a wider, general class of
constrained optimization problems, both in inexact and in
exact fashion. The proposed algorithms have been theoret-
ically analyzed, so that convergence to feasible, first-order
stationary solutions have been proved in the general set-
ting. Moreover, we show the results of thorough numer-
ical experiments highlighting the computational potential
of the method.
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Low-Rank Binary Matrix Completion via Integer
Programing over GF(2)

Given a data matrix X, the goal in low-rank approximation
is to find two rank-r matrices such that UV approximates
X. Along with recovering missing entries in X, low-rank
approximation also helps in finding factors and patterns in
the data. This problem is well studied over reals but has
received less attention in the case of binary data. Many
machine learning applications, e.g., classification, commu-
nity detection and others, involve data with binary values,
and discovering their latent structure is often useful. In this
work, we focus on finding rank-r binary matrices U and V
such that UV approximates the given partially observed
binary data matrix X. We define the vector product with
respect to the finite field GF(2) which follows modulo-2
arithmetic. We derive two new integer programming-based
formulations: a disjunctive formulation making use of the
representation of the parity polytope and a compact for-
mulation arising from a new class of inequalities. We study
theoretical and computational comparison of the proposed
formulations.
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Risk Constraints in Stochastic Dynamic Optimiza-
tion

We consider multi-stage stochastic optimization problems
with time-consistent constraints reflecting risk-aversion.
Integration of such constraints in a sequential decision
problems frequently results in a time-inconsistent evalu-
ations and inconsistency in decision policy. We propose a
framework for inclusion of risk-evaluation and constraint
at any stage of the decision process and analyze the result-
ing multi-stage problems. We derive optimality condition
and establish some relations to other models of risk.
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Mini-Batch Risk Forms

Risk forms are real functionals of two arguments: a
bounded measurable function on a Polish space and a prob-
ability measure on that space. They are convenient math-
ematical structures adapting the coherent risk measures
to the situation of variable reference probability measure.
We introduce a new class of risk forms, which we call mini-
batch forms. We construct them by using a random em-
pirical probability measure as the second argument and by
post-composition with the expected value operator. We
prove that coherent and law-invariant risk forms generate
mini-batch risk forms which are well-defined on the space
of integrable random variables, and we derive their dual
representation. We demonstrate how unbiased stochastic
subgradients of such risk forms can be constructed. Then,
we consider pre-compositions of mini-batch risk forms with
nonsmooth and nonconvex functions, which are differen-
tiable in a generalized way, and we derive generalized
subgradients and unbiased stochastic subgradients of such
compositions. Finally, we study the dependence of risk
forms and mini-batch risk forms on perturbation of the
probability measure and establish quantitative stability in
terms of optimal transport metrics. For mini-batch risk
forms involving functions on a finite-dimensional space, we
obtain finite-sample expected error estimates.
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Efficiency and novelty in dynamic tomography

Tomography is probably the most well-known inverse prob-
lem with countless applications motivating an equally wide
variety of different models and priors. One particular ex-
ample is tomography of moving targets or dynamic tomog-
raphy which is of growing interest to mathematicians and
engineers studying inverse problems and designing novel
algorithms, and the many users of computed tomography
in medicine, research and industry studying some dynamic
phenomena. Since any major movement of the target leads
to errors, artifacts and ill-posedness, the solutions are often
tailored to the specific problem at hand and use novel and
specialized models, priors and objective functions. This
can greatly increases the complexity of the problem and
make the algorithms tricky to apply in practice. Whereas
in applications we are often used to high resolution 3D
volumes produced by lightning fast algorithms. In this
presentation I will briefly discuss balancing efficiency and
novelty for at least some dynamic tomography problems
with realistic data.
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A Projected Nesterov-Kaczmarz Approach to Stel-
lar Population Distribution Reconstruction in Ex-
tragalactic Archaeology

We consider the problem of reconstructing a galaxys stellar
population distribution function from spectroscopy mea-
surements. These quantities can be connected via the
single-stellar population spectrum, resulting in a very
large-scale integral equation with a system structure. To
solve this problem, we propose a projected Nesterov-
Kaczmarz reconstruction (PNKR) method, which effi-
ciently leverages the system structure and incorporates
physical prior information such as smoothness and non-
negativity constraints.
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Solving A Class of Stochastic Bilevel Optimization
Problems is Nearly as Easy as Solving Single-level
Problems

Stochastic bilevel optimization, including stochastic com-
positional and min-max optimization as special cases, is
gaining popularity in many machine learning applications.
While the three problems share a nested structure, ex-
isting works often treat them separately, thus developing
problem-specific algorithms and analyses. Among various
exciting developments, simple (projected) SGD-type up-
dates (potentially on multiple variables) are still preva-
lent in solving this class of nested problems. Still, they
are believed to have a slower convergence rate than single-
level problems. This talk unifies several (projected) SGD-
type updates for stochastic bilevel problems into a single
SGD approach that we term Alternating Implicit Stochas-
tic gradient dEscenT (AISET) method. By leveraging the
smoothness of the problem, this talk reveals that for a
growing class of stochastic bilevel optimization problems,
AISET matches SGD for solving single-level nonconvex op-
timization problems in terms of sample complexity.
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INTERACT: Achieving Low Sample and Com-
munication Complexities in Decentralized Bilevel
Learning over Networks

In recent years, decentralized bilevel optimization problems
have received increasing attention in the networking and
machine learning communities. However, for decentralized
bilevel optimization over networks with limited computa-
tion and communication capabilities, how to achieve low
sample and communication complexities are two funda-
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mental challenges. In this work, we make the first attempt
to investigate the class of decentralized bilevel optimiza-
tion problems with nonconvex and strongly-convex struc-
ture corresponding to the outer and inner subproblems,
respectively. Our main contributions in this paper are two-
fold: i) We first propose a deterministic algorithm called
INTERACT that requires low sample and communication
complexities to solve the bilevel optimization problem. To
relax the need for full gradient evaluations in each itera-
tion, we propose a stochastic variance-reduced version of
INTERACT, which improves the sample complexity while
achieving the same communication complexity as the de-
terministic algorithm.

Jia Liu
Ohio State University
liu.1736@osu.edu

MS165

A Conditional Gradient-based Method for Sim-
ple Bilevel Optimization with Convex Lower-level
Problem

In this talk, we study a class of bilevel optimization prob-
lems, also known as simple bilevel optimization, where
we minimize a smooth objective function over the opti-
mal solution set of another convex constrained optimiza-
tion problem. Several iterative methods have been devel-
oped for tackling this class of problems. Alas, their con-
vergence guarantees are either asymptotic for the upper-
level objective, or the convergence rates are slow and sub-
optimal. To address this issue, in this paper, we introduce
a novel bilevel optimization method that locally approx-
imates the solution set of the lower-level problem via a
cutting plane, and then runs a conditional gradient up-
date to decrease the upper-level objective. When the
upper-level objective is convex, we show that our method
requires O(max 1/�f , 1/�g) iterations to find a solution
that is �f -optimal for the upper-level objective and �g-
optimal for the lower-level objective. Moreover, when the
upper-level objective is non-convex, our method requires
O(max 1/�2f , 1/(�f �g)) iterations to find an (�f , �g)-optimal
solution. We also prove stronger convergence guarantees
under the Hölderian error bound assumption on the lower-
level problem. To the best of our knowledge, our method
achieves the best-known iteration complexity for the con-
sidered class of bilevel problems.
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Photonics Design Via Optimization

In the photonic design problem, an engineer chooses certain
parameters of a device (for example, the material composi-
tion) so that it best matches some desired behavior. These
design problems can often be stated as mathematical opti-
mization problems, where the desired behavior is captured
by an objective function that the designer seeks to mini-
mize. In many cases, these design problems are nonconvex
and computationally difficult to solve. In this talk, we show

how to model these design problems and use heuristics to
generate approximately optimal designs. We then present
a method for computing bounds on the best possible per-
formance that any device can achieve for a given objective
function, using convex optimization. All examples are ac-
companied by open source Julia code.
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A Decision - Emulation Approach to the Simulation
of Power Systems Operations

This presentation introduces PowerSimulations.jl v1.0, a
Julia-based BSD-licensed power system operations simu-
lation tool developed as a flexible and open-source soft-
ware for quasi-static power systems simulations including
Production Cost Models (PCM). PowerSimulations.jl tack-
les the issues of developing a simulation model in a mod-
ular way providing tools for the formulation of decision
models and emulation models that can be solved indepen-
dently or in an interconnected fashion. Existing operations
simulations tools have focused on single-period problems
or multi-period problems like UC or OPF, thus avoiding
the complexities of inter-problem information flow. De-
spite the widespread usage of PCM in research, and indus-
try decision-making, the definitions and algorithmic struc-
ture that enables PCM simulations is poorly represented
in literature. Given that the alternatives to developing
a large-scale operations simulation result in complex soft-
ware projects or depend on commercial tools, the underly-
ing optimization models used in the simulation tend to be
rigidly defined. The lack of flexibility characterizing the
models and operational sequences influences the type of
simulations that can be conducted and in turn the scien-
tific inquiries PowerSimulations.jl uses JuMP.jl to achieve
two objectives: 1) enable a scientific approach to the simu-
lation of large-scale power system operations; and 2) reduce
model-limited choice when framing operations simulation
experiments.
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Convex Lifting for Efficiently Escaping Saddle
Points and Spurious Local Minima of Burer-
Monteiro Decomposition for Low-Rank Matrix and
Semidefinite Optimization

This work proposes a rapid global solver, MF-Global, for
the nonconvex Burer-Monteiro (BM) decomposition form
of matrix optimization problems with a regularizer to in-
duce low-rank solutions. Through convex lifting steps, our
method efficiently escapes saddle points and spurious local
minima ubiquitous in noisy real-world data and is guar-
anteed to always converge to the global optima. More-
over, the proposed approach adaptively adjusts the rank
for the BM decomposition and provably identifies the opti-
mal rank for the decomposition problem automatically in



138 SIAM Conference on Optimization (OP23)OP23 Abstracts 137

the course of optimization through tools of manifold iden-
tification, and thus it also spends significantly less time on
parameter tuning than existing matrix-factorization (MF)
methods, which require an exhaustive search for this opti-
mal rank. On the other hand, when compared to methods
for solving the lifted convex form only, MF-Global leads to
significantly faster convergence and much shorter running
time. Experiments on real-world large-scale recommenda-
tion system problems and Euclidean distance metric em-
bedding problems confirm that MF-Global can indeed ef-
fectively escapes spurious local solutions at which existing
MF approaches are stuck, and is magnitudes faster than
state-of-the-art algorithms for the lifted convex form.
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On Solving Large-Scale Semidefinite Relaxations in
Geometric Computer Vision

Geometric computer vision concerns the estimation of ge-
ometric models from sensor data and priors. Such estima-
tion is often obtained by solving nonconvex and combinato-
rial polynomial optimization problems (POPs). Recently,
it has been found that semidefinite programming (SDP)
relaxations coming from the second-order Lasserre’s hier-
archy are empirically almost always exact for solving these
computer vision problems. However, these relaxations are
notoriously difficult to solve due to their scale and degener-
acy. We propose a new algorithmic framework that blends
local search using the nonconvex POP into global descent
using the convex SDP. In particular, we first design a glob-
ally convergent inexact projected gradient method (iPGM)
for solving the SDP that serves as the backbone. We then
accelerate iPGM by taking long, but safeguarded, rank-one
steps generated by fast nonlinear programming. We show
that the new framework, named STRIDE, is still globally
convergent for solving the SDP. To solve the iPGM sub-
problem of projecting a given point onto the SDP feasi-
ble set, we design a two-phase algorithm with phase one
using a symmetric Gauss-Seidel based accelerated proxi-
mal gradient method (sGS-APG) to generate a good ini-
tial point, and phase two using a modified limited-memory
BFGS (L-BFGS) method to obtain an accurate solution.
STRIDE demonstrates state-of-the-art efficiency, scalabil-
ity, and robustness in solving SDP relaxations of computer
vision problems to high accuracy.
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Adaptive Sieving: An Efficient Dimension Reduc-
tion Technique for Sparse Optimization Problems

In this talk, we will introduce a novel dimension reduc-
tion technique, called adaptive sieving (AS), which can ac-
celerate algorithms for solving large-scale sparse optimiza-
tion problems. We will talk about the finite convergence
property of the AS with inexact solutions of the reduced
subproblems generated by the AS technique. As impor-
tant applications, we apply the AS technique to important
statistical learning models, such as lasso, exclusive lasso,
group lasso, convex clustering, and so on.
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Composite Bayesian Optimization for Efficient and
Scalable Adaptive Experimentation

Many experimentation tasks can be cast as optimization
problems with expensive or time-consuming to evaluate ob-
jective functions. Bayesian optimization has emerged as a
powerful tool for tackling such problems. However, several
critical applications, such as drug discovery and materials
design, are out of the reach of standard approaches. In
this talk, I will describe recent advances in Bayesian opti-
mization that aim to address this challenge. In particular,
I will focus on how we can exploit the composite structure
of experimentation tasks to improve the efficiency and scal-
ability of Bayesian optimization methods.
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Bayesian Optimization for Complex Engineering
Problems

Systems in automotive, bio-pharma, aerospace, energy,
have become increasingly complex, and simulation repre-
sents a standard tool to evaluate their performance with
the purpose of the analysis being optimization, control,
certification. Black-box optimization, that can embed sim-
ulation to perform a wide range of analyses, has attracted a
lot of attention from the science and engineering communi-
ties. This talk discusses Bayesian optimization for analysis
of Cyber Physical Systems. We first focus on control and
acceleration of the explore/exploit process for the falsifi-
cation of safety requirements without exploiting any prop-
erty. I n the second part of the talk, we present algorithms
that, in some form, exploit the structure of the problem at
hand. Part-X is a family of partitioning-informed Bayesian
optimizers that can identify regions in which the system
can present safety concerns (bugs in the case a software is
analyzed). In this sense, the algorithm learns the structure
of the robustness function used to find falsification. We also
produce a global estimate of the falsification volume. The
algorithm min-BO identifies faults in systems with complex
requirements that can be decomposed into a set of simpler
requirements that need to be simultaneously satisfied by
the system (conjunctive requirements). Finally, we show
the basic ideas behind the design of algorithms that can
exploit, when available, instrumented source code for the
CPS to verify.
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Role of Estimation in Global Optimization

Solving a black-box optimization problem with noisy func-
tion evaluations (e.g., simulation) often involves repeating
computationally expensive function evaluations at points
encountered during the algorithm. Striking a balance be-
tween exploring new design points and better estimating
the function values of previously considered points is crit-
ical for computationally efficient algorithms. We describe
an extension to Hesitant Adaptive Search, called Hesitant
Adaptive Search with Estimation (HAS-E), that embeds
a confidence interval on the estimate of the current best
objective function value into the algorithm. We present
a finite-time analysis of algorithm performance that com-
bines estimation with a sampling distribution. The anal-
ysis relates the number of replications used in the estima-
tion of the objective function to the overall performance of
the algorithm. Under certain conditions, an upper bound
on function evaluations is shown to be cubic in dimen-
sion. The analysis of HAS-E suggests that computational
effort is better expended on sampling improving points

than refining estimates of objective function values during
the progress of an adaptive search algorithm. This sug-
gests that a single observation approach such as the Single
Observation Search Algorithm (SOSA) could be efficient
for high dimensional problems, as long as the exploration
scheme satisfies the conditions of HAS-E.
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Frugal Splitting Operators: Representation, Mini-
mal Lifting and Convergence

We consider frugal splitting operators for finite sum mono-
tone inclusion problems, i.e., splitting operators that use
exactly one direct or resolvent evaluation of each operator
of the sum. A novel representation of these operators in
terms of what we call a generalized primal-dual resolvent is
presented. This representation reveals a number of new re-
sults regarding lifting numbers, existence of solution maps,
and parallelizability of the forward and backward evalua-
tions. We show that the minimal lifting is n− 1− f where
n is the number of monotone operators and f is the num-
ber of direct evaluations in the splitting. Furthermore, we
show that this lifting number is only achievable as long as
the first and last evaluations are resolvent evaluations. In
the case of frugal resolvent splitting operators, these results
are the same as the results of Ryu and Malitsky–Tam. The
representation also enables a unified convergence analysis
and we present a generally applicable theorem for the con-
vergence and Fejér monotonicity of fixed point iterations
of frugal splitting operators with cocoercive direct evalua-
tions. We conclude by constructing a new convergent and
parallelizable frugal splitting operator with minimal lifting.
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MS169

Branch-and-Bound Performance Estimation Pro-
gramming: A Unified Methodology for Construct-
ing Optimal Optimization Methods

We present the Branch-and-Bound Performance Estima-
tion Programming (BnB-PEP), a unified methodology for
constructing optimal first-order methods for convex and
nonconvex optimization. BnB-PEP poses the problem
of finding the optimal optimization method as a non-
convex but practically tractable quadratically constrained
quadratic optimization problem and solves it to certifiable
global optimality using a customized branch-and-bound al-
gorithm. By directly confronting the nonconvexity, BnB-
PEP offers significantly more flexibility and removes the
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many limitations of the prior methodologies. Our cus-
tomized branch-and-bound algorithm, through exploiting
specific problem structures, outperforms the latest off-the-
shelf implementations by orders of magnitude, accelerating
the solution time from hours to seconds and weeks to min-
utes. We apply BnB-PEP to several setups for which the
prior methodologies do not apply and obtain methods with
bounds that improve upon prior state-of-the-art results.
Finally, we use the BnB-PEP methodology to find proofs
with potential function structures, thereby systematically
generating analytical convergence proofs.

Shuvomoy DasGupta
MIT
Cambridge, USA
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MS170

Passive and Active Multi-Task Representation
Learning

Representation learning has been widely used in many ap-
plications. In this talk, I will present our work which
uncovers when and why representation learning provably
improves the sample efficiency, from a statistical learning
point of view. Furthermore, I will talk about how to ac-
tively select the most relevant task to boost the perfor-
mance.

Simon S. Du
University of Washington
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MS170

Representation Learning in Two-Layer Neural Net-
works

We study the first gradient step on the first-layer param-
eters of a width-N two-layer neural network, where the
training objective is the empirical MSE loss. In the propor-
tional asymptotic limit, and an idealized student-teacher
setting, we show that the first gradient update contains a
rank-1 ”spike”, which results in the alignment between the
first-layer weights and the linear component of the teacher
model. When the learning rate is small, based on a re-
cently established Stein-CLT in the feature space, we prove
a Gaussian equivalence property for the trained feature
map; this allows us to show that the learned kernel im-
proves upon the initial random features model, but cannot
defeat the best linear model on the input. Whereas for suf-
ficiently large learning rate, we prove that trained features
can go beyond this ”linear regime” and outperform a wide
range of random features models.

Murat Erdogdu
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MS170

Flecs: A Federated Learning Second-Order Frame-
work Via Compression and Sketching

Inspired by the recent work FedNL (Safaryan et al, FedNL:

Making Newton-Type Methods Applicable to Federated
Learning), we propose a new communication efficient
second-order framework for Federated learning, namely
FLECS. The proposed method reduces the high-memory
requirements of FedNL by the usage of an L-SR1 type up-
date for the Hessian approximation which is stored on the
central server. A low dimensional ‘sketch’ of the Hessian
is all that is needed by each device to generate an update,
so that memory costs as well as number of Hessian-vector
products for the agent are low. Biased and unbiased com-
pressions are utilized to make communication costs also
low. Convergence guarantees for FLECS are provided in
both the strongly convex, and nonconvex cases, and local
linear convergence is also established under strong convex-
ity. Numerical experiments confirm the practical benefits
of this new FLECS algorithm.
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MS171

Structure Learning with Global-Local Prior-
Penalty Dual

High-dimensional data with complex dependence structure
is routinely observed in many areas of science and engineer-
ing, and the problem of sparse precision matrix estima-
tion is one such methodological problem, fundamental for
network estimation. Although there exist both Bayesian
and frequentist approaches, it is difficult to obtain good
Bayesian and frequentist properties under the same prior-
penalty dual, complicating justification. In this talk, I will
briefly review recent developments in precision matrix es-
timation using global-local shrinkage priors, the state-of-
the-art Bayesian tool for sparse signal recovery. We will
propose possible solutions that lead to a prior-penalty dual
that offers fully Bayesian uncertainty quantification as well
as computationally efficient point estimates, and discuss
possible extensions.
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Virginia Tech
jyotishka@vt.edu

MS171

Nonparametric Learning of Stochastic Differential
Equations

Inherent randomness in many temporal systems necessi-
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tates modeling of their dynamics by appropriate stochastic
differential equations. Existing estimation schemes for such
systems only cover the finite-dimensional inference prob-
lems where the underlying assumption is that the stochas-
tic models are completely known up to some finite num-
ber of real-valued parameters. While this simplifying as-
sumption works in certain cases, a vast majority of real-
istic systems often require estimation of certain unknown
functions from the given data. These are however infinite-
dimensional learning or inference problems which rely on
minimization of the likelihood functional over a function
space. The first part of the talk will focus on some novel
results for such infinite-dimensional optimization problems,
which, in particular, generalize the well-known Represen-
ter Theorem. In the second part, we will discuss how this
framework can be used to develop Bayesian algorithms for
the above learning problems. The talk is based on a joint
work with J. Zhou and R. Mitra.
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MS171

Statistical Learning and Multiscale Approxima-
tions in Chemical Reaction Networks

The talk will focus on a particular area of applied math-
ematics studying chemical reaction networks (CRNs) that
describe creation, annihilation, combination or binding,
and changes in the physical state of a collection of chemical
species. Many prominent examples of intracellular dynam-
ics, genetic switches, and dynamics of popula- tion inter-
actions can be modelled by CRNs, where the interacting
particles exhibit vastly different intrinsic scales in terms
of abundance, or the reactions operate at different time
scales varying over many orders of magnitude. The tradi-
tional deterministic approach to multiscale approximations
used in such situations employs singular perturbation the-
ory, often invoking Tikhonovs theorem and Fenichel theory.
In this talk, I will take a stochastic viewpoint and intro-
duce, with the help of a number of examples, a probabilistic
technique to derive multiscale approximations. I will then
describe how such approximations could be used for the
purpose of optimization and statistical learning. The talk
will be fairly nontechnical, and no prior knowledge biology
is required.

Wasiur R. KhudaBukhsh
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MS172

Introducing Loraine - a Solver for Low-Rank POP
Relaxations

The aim of this talk is to introduce a new code for the
solution of large-and-sparse linear Semidefinite Programs
(SDPs) with low-rank solutions and/or low-rank data. We
propose to use a preconditioned conjugate gradient method
within an interior-point SDP algorithm and an efficient pre-
conditioner fully utilizing the low-rank information. The
efficiency will be demonstrated by numerical experiments

using, among others, Lasserre relaxations of the MAXCUT
problems and the sensor network localization problems.
The code is available in Matlab and Julia, admits input
in several standard SDP input formats and can be used
not only for low-rank problems but for any linear SDP.
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MS172

Low-Rank Nonconvex Solver for Sum-of-Squares

This talk studies the problem of solving a univariate Sum-
of-Squares program using a low-rank non-convex formula-
tion instead of the classical convex relaxation. This formu-
lation corresponds to the rank-r Burer-Monteiro factoriza-
tion of the semidefinite program (SDP) encoding the sum
of squares decomposition. We show that, if r is at least
2 then the objective function has no spurious second-order
critical points, showing that all local optima are also global
optima. This is in contrast to previous work showing that
for general SDPs, in addition to genericity conditions, r
has to be roughly the square root of the number of con-
straints (the degree of the polynomial) for there to be no
spurious second-order critical points. We also show that
for a specific scalar product, the gradient of the objective
function can be computed in nearly linear time using fast
Fourier transforms. Experimentally we demonstrate that
this method has very fast convergence using first-order op-
timization algorithms with near-linear scaling to million-
degree polynomials.
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MS173

Sharper Rates for Separable Minimax and Finite
Sum Optimization

We design accelerated algorithms with improved rates for
several fundamental classes of optimization problems, in-
cluding separable minimax optimization problems, finite-
summinimization problems, and separable finite-summini-
max optimization problems. Our algorithms all build upon
techniques related to the analysis of primal-dual extra-
gradient methods via relative Lipschitzness proposed re-
cently by Cohen, Sidford, and Tian 21. Our work demon-
strates the power of understanding fundamental optimiza-
tion tasks from a primal-dual perspective.

Yujia Jin, Aaron Sidford, Kevin Tian
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MS173

Discrete Optimal Transport with Independent
Marginals Is #P-Hard

We study the computational complexity of the optimal
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transport problem that evaluates the Wasser11 stein dis-
tance between the distributions of two K-dimensional dis-
crete random vectors. The best known algorithms for this
problem run in polynomial time in the maximum of the
number of atoms of the two distributions. However, if the
components of either random vector are independent, then
this number can be exponential in K even though the size
of the problem description scales linearly with K. We prove
that the described optimal transport problem is #P-hard
even if all components of the first random vector are in-
dependent uniform Bernoulli random variables, while the
second random vector has merely two atoms, and even if
only approximate solutions are sought. We also develop a
dynamic programming-type algorithm that approximates
the Wasserstein distance in pseudo-polynomial time when
the components of the first random vector follow arbitrary
independent discrete distributions, and we identify special
problem instances that can be solved exactly in strongly
polynomial time.
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MS173

A Max-Min-Max Algorithm for Robust Optimiza-
tion

Robust optimization is a popular paradigm for decision
making under uncertainty and finds applications in a wide
range of areas. Existing approaches for solving robust op-
timization, such as the reformulation approach and the
cutting-plane method, do not scale well with the problem
size. The purpose of the talk is to present a new algo-
rithm for solving large-scale robust optimization problems.
More specifically, based on a max-min-max perspective,
a tailor-made first-order algorithm for robust optimiza-
tion has been devised. The algorithm operates directly
on the functions and uncertainty sets, through their (sub-
)gradient and projection oracles, respectively. Therefore, it
can effectively exploit problem structures (e.g., low-rank-
ness or sparsity of matrices, strong convexity or smoothness
of functions and sets) to speed up the algorithm. Theoret-
ically, we prove under mild conditions that the algorithm
enjoys an iteration complexity of O(�−1). Experiment re-
sults on large-scale instances will also be presented to il-
lustrate the remarkable performance of the proposed algo-
rithm.
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MS174

Liquefied Natural Gas Shipping Logistics and In-
ventory Management

Liquefied natural gas (LNG) is natural gas that has been
cooled to a liquid state which is about 600 times smaller
than its volume in its gaseous state. This allows eco-
nomical transportation over long distances. Every year
planners are required to come up with an annual deliv-
ery plan while satisfying operational and contractual re-
quirements. While operating the delivery plan, planners
need to re-optimize the operating schedule to recover from
disruptions due to unexpected vessel failures or weather
conditions and production forecast changes, exploit chang-
ing market conditions such as spot trading opportunities
and their impact on the LNG supply chain. At Exxon-
Mobil we have developed an optimization software that
maximizes profitability in LNG shipping routing planning
and inventory management (MIRP) by reducing shipping
cost while maximizing revenue in an illiquid market and en-
suring operability. One mathematical optimization model
for in LNG shipping routing planning and inventory man-
agement is founded upon the concept of a time-expanded
multi-commodity network flow formulation. LNG-MIRP
for real-world business cases require tailored-solution ap-
proaches such as matheuristics employing local neighbor-
hood searches.

Mustafa Kilinc
ExxonMobil
mustafa.kilinc@exxonmobil.com

Jose Santiago Rodriguez Osorio
ExxonMobil, Spring, TX
jose.s.osorio@exxonmobil.com

Kevin C. Furman, Sebastian Terrazas Moreno
ExxonMobil
kevin.c.furman@exxonmobil.com, sebas-
tian.t.moreno@exxonmobil.com

MS174

Parallel Local Search Heuristics For Lng Maritime
Inventory Routing Problems

Natural gas is an essential resource towards transitioning
to a sustainable energy market. To transport natural gas
around the world, from producer countries to consumer
countries, the natural gas is liquefied and transported over
long distances. In order to optimize LNG shipping oper-
ations, it is necessary to solve a large-scale maritime in-
ventory routing problem (MIRP). Given the rapid growth
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of the LNG supply chain, LNG-MIRPs require tailored-
solution approaches that can overcome the course of di-
mensionality of large-scale MIRPs. To address these chal-
lenges, ExxonMobil has developed a best-in-class LNG
shipping optimization software with the goal to optimize
LNG scheduling economics to reduce cost, ensure operabil-
ity, mitigate and quickly recover from disruptions, and cap-
ture value opportunities. In this talk, we will present deter-
ministic and non-deterministic parallel large-neighborhood
search algorithms implemented as part of the software. We
characterize the performance of the algorithms using met-
rics that describe accuracy, speed-up, and processor uti-
lization, and we will present results over a set of real-world
LNG-MIRPs.
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Dimensionality Reduction Heuristics for Lng Mar-
itime Inventory Routing Problems

Natural gas is one of the most environmentally friendly
sources of energy widely available. It plays an impor-
tant role in the generation of electric power in combina-
tion with renewable sources. Liquefied Natural Gas (LNG)
is steadily becoming a common mode for commercializ-
ing natural gas. The logistics of LNG shipping operations
can be modeled as Maritime Inventory Routing problems
(MIRPs). This type of problems can be complicated by
long time horizons, resulting in MIRPs of high dimension-
ality. ExxonMobil has developed a best-in-class LNG ship-
ping optimization software with the goal to optimize LNG
scheduling economics to reduce cost, ensure operability,
mitigate and quickly recover from disruptions, and cap-
ture value opportunities. An important functionality in the
toolset of this software is the capability to define groups of
LNG Vessels. These groups help reduce the dimensionality
of the MIRP problem and can reduce computational time
significantly. In this talk we will present the Vessel Class
heuristic and discuss computational results over a set of
real-world LNG-MIRPs.
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Optimal Boundary Control of the Thin Film Equa-
tion

In this work, we consider the problem of controlling the
fluid film profile of a liquid that is flowing down a vertical
fiber. The fluid dynamics is governed by a fourth-order par-
tial differential equation (PDE) derived from the Navier-

Stokes equation. Classical theory suggests that such flows
are subject to the Rayleigh-Plateau instability that leads
the film to rupture into droplets. In this work, we show
that control of the film profile can be achieved by dynami-
cally altering the input flux to the fluid system that appears
as a boundary condition of the PDE. We use the optimal
control methodology to compute the control function. This
method entails solving a minimization of a given cost func-
tion over a time horizon. We formally derive the optimal
control conditions, and numerically verify that subject to
the domain length constraint, the thin film equation can
be controlled to generate a desired film profile with a single
point of actuation. Specifically, we show that the system
can be driven to both constant film profiles and traveling
waves of certain speeds.
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Adaptive Covers for Ball Mapper

Ball Mapper, introduced by Dlotko in 2019, takes as input
a point-cloud X and produces as output a one-dimensional
graph that captures the underlying topology of X. Un-
like the traditional Mapper algorithm introduced by Singh,
Mmoli, and Carlsson in 2007, Ball Mapper does not use a
lens function to determine an open cover of X; instead,
this cover is created by taking as input a parameter ε and
generating an ε-net of balls on the points of X. To take
the guesswork out of parameter selection, we use the idea
of the Adaptive Mapper algorithm introduced by Chalap-
athi, Zhou, and Wang in 2021 to iteratively split the ε-balls
in the cover. We then introduce a method to merge open
sets in the split cover, resulting in a new open cover that
produces a graph more robust to the initial choice of ε.
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Project and Forget: Solving Large-Scale Metric
Constrained Problems

Given a set of distances amongst points, determining what
metric representation is most consistent with the input dis-
tances or the metric that captures the relevant geometric
features of the data is a key step in many machine learn-
ing algorithms. In this paper, we focus on metric con-
strained problems, a class of optimization problems with
metric constraints. In particular, we identify three types
of metric constrained problems: metric nearness Brick-
ell et al.(2008), weighted correlation clustering on general
graphs Bansal et al.(2004), and metric learning Bellet et
al.(2013); Davis et al.(2007). Because of the large number
of constraints in these problems, however, researchers have
been forced to restrict either the kinds of metrics learned
or the size of the problem that can be solved. We pro-
vide an algorithm, PROJECT AND FORGET, that uses
Bregman projections with cutting planes, to solve metric
constrained problems with many (possibly exponentially)
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inequality constraints. We also prove that our algorithm
converges to the global optimal solution. Additionally, we
show that the optimality error (L2 distance of the current
iterate to the optimal) asymptotically decays at an expo-
nential rate. We show that using our method we can solve
large problem instances of three types of metric constrained
problems, out-performing all state of the art methods with
respect to CPU times and problem sizes.
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Dynamics-Driven Meta Algorithms for Operator
Splitting Methods

Operator splitting methods like ADMM and its dual (Dou-
glasRachford) may be described by iterative application
of an operator whose fixed points allow for fast recovery
of locally optimal solutions. Under light-weight assump-
tions, stability is equivalent to existence of a Lyapunov
function that describes the associated discrete time dy-
namical system admitted by the repeated application of
that operator. Critically, the Lyapunov function encodes
structural information about both the problem and the
operator. Lyapunov functions are usually hard to find,
but if a practitioner had a priori knowledge—or a reason-
able guess—about one’s structure, they could equivalently
tackle the problem by seeking to minimize the Lyapunov
function directly. We introduce a class of methods that
does this. Interestingly, for certain feasibility problems,
circumcentered-reflection method (CRM) is an extant ex-
ample therefrom. However, CRM may not lend itself well
to primal/dual adaptation, for reasons we show. Moti-
vated by the discovery of our new class, we experimentally
demonstrate the success of one of its other members, im-
plemented in a primal/dual framework. We also sample its
performance for various other problems. This talk is based
on the article: Scott B. Lindstrom, “Computable Cen-
tering Methods for Spiraling Algorithms and their Duals,
with Motivations from the Theory of Lyapunov Functions,’
Computational Optimization and Applications, (2022) in
press.
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A Convex QCQP Optimization Model for the Ver-
tical Alignment Problem in Road Design

A new convex Quadratically-Constrained Quadratic Pro-
gramming model (QCQP) is proposed. It is compared to
a Mixed Integer Linear Programming (MILP) model. The
QCQP model can be viewed as the limit of this MILP
model. Numerical results show that for roads with less
than 100 stations, the QCQP model has similar computa-
tion time as the MILP model. However, the QCQP model
significantly outperforms the MILP model for other roads,
in some cases finding a global optimum in minutes while

the MILP model fails to find any solution in hours. The
models are implemented in MATLAB using YALMIP and
CPLEX.
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Multi-Precision Quadratic Regularization Al-
gorithm for Unconstrained Optimization with
Rounding Error Monitoring

We introduce MPR2, a multi-precision version of the
quadratic regularization algorithm and study its conver-
gence properties in finite-precision arithmetic. MPR2 is a
steepest descent algorithm that controls the step size via a
regularization parameter, and allows to evaluate the objec-
tive function and the gradient with different floating point
formats (e.g. half, single, double precision). MPR2 chooses
suitable formats for objective function and gradient evalua-
tion at every iteration in order to limit computational effort
while ensuring convergence. We perform a comprehensive
convergence analysis that takes all the rounding errors that
occur during the algorithm execution into account. From
this analysis, we derive convergence conditions that depend
on the unit round-off. MPR2 enforces these conditions by
monitoring the rounding errors and choosing floating point
format with suitable unit round-off. The behaviour of the
algorithm is illustrated and discussed over a test problem
set.
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Non-Asymptotic Superlinear Convergence of Stan-
dard Quasi-Newton Methods

In this talk, we discuss the non-asymptotic superlinear
convergence rate of the Broyden class of quasi-Newton
algorithms which includes the Davidon-Fletcher-Powell
(DFP) method and the Broyden-Fletcher-Goldfar-Shanno
(BFGS) method. Specifically, we present a finite-time
(non-asymptotic) convergence analysis for Broyden quasi-
Newton algorithms under the assumptions that the objec-
tive function is strongly convex, its gradient is Lipschitz
continuous, and its Hessian is Lipschitz continuous at the
optimal solution. We show that in a local neighborhood of
the optimal solution, the iterates generated by both DFP
and BFGS converge to the optimal solution at a superlinear
rate of (1/k)k/2, where k is the number of iterations. We
also extend our results to the case that the objective func-
tion is self-concordant. Numerical experiments on several
datasets confirm the tightness of our explicit convergence
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rate bounds. We further compare our established conver-
gence results with other concurrent results on the non-
asymptotic superlinear convergence rate of quasi-Newton
methods.
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Fast Projection Onto Convex Smooth Constraints

The Euclidean projection onto a convex set is an important
problem that arises in numerous constrained optimization
tasks. Unfortunately, in many cases, computing projec-
tions is computationally demanding. In this work, we focus
on projection problems where the constraints are smooth
and the number of constraints is significantly smaller than
the dimension. The runtime of existing approaches to solv-
ing such problems is either cubic in the dimension or poly-
nomial in the inverse of the target accuracy. Conversely, we
propose a simple and efficient primal-dual approach, with
a runtime that scales only linearly with the dimension, and
only logarithmically in the inverse of the target accuracy.
We empirically demonstrate its performance, and compare
it with standard baselines.
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MS178

Reformulations and Rotational Transformations
for Convex Minlp

This talk focuses on how reformulations and rotational
transformations can be utilized to solve mixed-integer
nonlinear problems (MINLPs) with quadratic structures
more efficiently with outer approximation type algorithms.
By quadratic structures, we refer to either quadratic
constraints or nonlinear constraints containing quadratic
terms. In this talk we focus on MINLPs with convex non-
linear constraints. The main idea behind the reformula-
tions and rotational transformations is to extract low di-
mensional convex separable expressions that can be delt
with more efficiently. More efficiently in the sense that
we can construct a tighter polyhedral outer approxima-
tion, and derive strong valid inequalities (cutting planes).
We will for example describe how the SHOT solver uti-
lizes eigendecomposition to perform a lifted reformula-
tion for convex mixed-integer problems with non-separable
quadratic expressions. An eigenvalue decomposition is first
performed on the non-diagonal matrices defining quadratic
expressions in the problem, and is used for transforming
the quadratic expressions into convex additively separable
constraints. The resulting additively separable constraints
are then further lifted into a form where SHOT generates
polyhedral outer approximations of convex quadratic uni-
variate functions. The reformulations have been integrated

into SHOT’s automatic problem reformulation functional-
ity.
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Convexification Techniques For Signomial Func-
tions in Mixed-Integer Nonlinear Programming

The topic of this presentation is how to utilize single-
variable exponential and power transformations in combi-
nation with linearization techniques to solve mixed-integer
nonlinear optimization (also called mixed-integer nonlinear
programming − MINLP) problems containing signomial
functions. Signomial functions are sums of terms, where
each term is a product of power functions. This general
function class include common nonconvexities in optimiza-
tion problems such as bilinear and trilinear terms. The
lifting reformulations convexify the nonconvex signomial
terms in an extended variable space by moving the non-
convexities to nonlinear equality constraints connecting the
original variables with the auxiliary transformation vari-
ables. In a second step, the nonlinear equality constraints
are approximated using piecewise linear functions (PLFs)
and as these are updated with more breakpoints, the so-
lution to the resulting overestimated convex MINLP prob-
lem converges to that of the original nonconvex problem.
Finally, it will be explained how the signomial transforma-
tions have been integrated into the Supporting Hyperplane
Optimization Toolkit (SHOT), which is a state-of-the-art
open-source solver for convex MINLP.

Andreas Lundell
Abo Akademi University
andreas.lundell@abo.fi

MS180

Local Algebro-Geometric Properties for Complex-
ity Estimates in Polynomial Optimization

In Polynomial Optimization, the Lasserre-Parrilo hierar-
chies are used to compute lower approximations of the
global minimum of a polynomial objective funciton f over
a basic closed semialgebraic set S. In this talk, we describe
local algebro-geometric parameters attached to f and the
description of S that are used to study convergence proper-
ties of these hierarchies to the minimum of f. In particular,
we investigate: - asymptotic convergence rates, using Lo-
jasiewicz inequalities associated to f and the description
of S; - finite converge properties (in particular flat trunca-
tion), using radicality and regularity properties of an ex-
tended quadratic module defining the minimizers of f on S.
Based on joint works with B. Mourrain and A. Parusinski.

Lorenzo Baldi
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Adam Parusinski
Université Côte d’Azur
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MS180

Polyhedral Homotopy Method for Nash Equilib-
rium Problem

In this talk, we discuss the problem of finding general-
ized Nash equilibria (GNE) from the viewpoint of sparse
polynomials. To obtain optimality conditions for GNE, we
consider the Karush-Kuhn-Tucker (KKT) system using the
Lagrange multiplier. We discuss that if all objectives and
constraints polynomials are generic, the number of solu-
tions of the KKT system equals its mixed volume. So the
polyhedral homotopy method can be optimal for finding
GNEs. Lastly, results for numerical experiments will be
given.

Kisun Lee
University of California, San Diego, U.S.
kil004@ucsd.edu

Xindong Tang
The Hong Kong Polytechnic University
xindong.tang@polyu.edu.hk

MS180

How do exponential size solutions arise in Semidef-
inite Programming?

A curious pathology of SDPs is illustrated by a famous ex-
ample of Khachiyan: feasible solutions of SDPs may need
exponential space to even write down. Understanding such
large solutions is a key to solve one of the most important
open problems in optimization theory: can we decide fea-
sibility of SDPs in polynomial time? We first address the
question: how common are such large solutions in SDPs?
We prove that they are quite common: a linear change
of variables transforms every strictly feasible SDP into a
Khachiyan type SDP in which the leading variables are
large. As to “how large, that depends on the singularity
degree, a ubiquitous parameter of SDPs. Finally, we give a
partial “yes answer to the question: can we represent expo-
nential size solutions in a compact fashion, in polynomial
space?

Gabor Pataki
University of North Carolina, at Chapel Hill
gabor@unc.edu

MS181

The Variable Projected Augmented Lagrangian
Method

Inference by means of mathematical modeling from a col-
lection of observations remains a crucial tool for scientific
discovery and is ubiquitous in application areas such as
signal compression, imaging restoration, and supervised
machine learning. With ever-increasing model complexi-
ties and growing data size, new specially designed meth-
ods are urgently needed to recover meaningful quantities
of interest. We consider the broad spectrum of linear in-

verse problems where the aim is to reconstruct quantities
of interest with a sparse representation on some vector
space; often solved using the (generalized) least absolute
shrinkage and selection operator (lasso). The associated
optimization problems have received significant attention,
in particular in the early 2000s, because of their connec-
tion to compressed sensing and the reconstruction of solu-
tions with favorable sparsity properties using augmented
Lagrangians, alternating directions and splitting methods.
We provide a new perspective on the underlying l1 regu-
larized inverse problem by exploring the generalized lasso
problem through variable projection methods. We arrive
at our proposed variable projected augmented Lagrangian
(vpal) method. We demonstrate on various imaging prob-
lems the computational efficiency of various imaging prob-
lems.

Matthias Chung
Emory University, U.S.
matthias.chung@emory.edu

Rosemary A. Renaut
Arizona State University
School of Mathematical and Statistical Sciences
renaut@asu.edu

MS181

Exploiting Mixed Precision Arithmetic in Image
Reconstruction

Although some work has been done to exploit mixed pre-
cision computations for inverse problems, most previous
work focuses on particular applications, such as image reg-
istration and image reconstruction. Extended (high) pre-
cision has been proposed for inverse problems to control
significant digits to avoid the influence of rounding errors.
In this talk we consider a different perspective: because
we cannot expect to precisely know data, we develop and
analyze solvers for general inverse problems that can take
advantage of low precision speed of modern computer ar-
chitectures, and which can be used in a variety of imaging
applications.

James G. Nagy
Emory University
Department of Math and Computer Science
nagy@mathcs.emory.edu

MS181

Multiresolution Image Domain Sketching for In-
verse Imaging Problems

An important challenge in high-dimensional inverse prob-
lems such as Computed Tomography (CT) is developing
iterative solvers to find the accurate solution of regular-
ized optimization with reduced computational cost. In this
work we propose an efficient method to solve such a prob-
lem via saddle point optimization and constructing a fam-
ily of deterministic multiresolution operators that we call
image domain sketches. We develop a stochastic gradi-
ent algorithm (ImaSk) to solve the saddle point problem
that uses at each iteration operators at different resolu-
tions selected through a uniform or non-uniform discrete
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probability distribution. We demonstrate that the algo-
rithm is converging for strongly convex regularization func-
tions. Numerical simulations on CT show that the pro-
posed method is effective in reducing the computational
time to reach the modelled solution compared to the full
resolution-based solvers.

Alessandro Perelli
University of Dundee
aperelli001@dundee.ac.uk
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Matthias Ehrhardt
University of Bath
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MS182

On Unboundedness and Infeasibility of Linear
Bilevel Optimization Problems

Bilevel optimization problems are known to be challeng-
ing to solve in practice. In particular, the feasible set of
a bilevel problem is in general non-convex, even for linear
bilevel problems. We are concerned with better under-
standing the feasible set of linear bilevel programs. Specif-
ically we seek to develop means to identify when a bilevel
problem is unbounded or infeasible. In this presentation,
we show that extending the well-known High Point Relax-
ation with lower-level dual information can be relevant to
detect when a bilevel is infeasible due to unboundedness of
its lower-level problem. Moreover, we present a new linear
model to detect that the bilevel is unbounded in the case
when that unboundedness originates from the upper-level
variables alone. Furthermore, we derive sufficient condi-
tions to guarantee bilevel boundedness. Finally, we high-
light issues arising from redundancy in bilevel problems,
and discuss how it differs from redundancy for its single-
level relaxations.

Bárbara Rodrigues, Miguel F. Anjos
University of Edinburgh
b.c.rodrigues@sms.ed.ac.uk, anjos@stanfordalumni.org

MS182

Finding Feasible Operation Modes for Power Dis-
tribution Systems by Discrete Adjustments in Ro-
bust Optimization

In recent years the amount of distributed generators (DG),
such as local wind farms or solar cells, in power distribution
systems (PDS) has increased rapidly. However, the power
generation of these DGs is affected by uncertainties, e.g.
stemming from weather conditions. These uncertainties
may threaten the grid safety and thus smart inverters were
developed to stabilize the voltage. In this talk we propose a
mathematical framework to optimize the operation mode
of the smart inverters. The framework boils down to a
robust optimization problem, where it is possible to adjust
some of the variables to the realized uncertainty in the
capacity of the DGs. Particularly, one obtains a three-

level optimization problem with discrete decisions on the
lowest level. In order to address this problem, we formulate
a mixed-integer program, that provides feasible solutions
for this very challenging problem.

Jan Rolfes, Jan Kronqvist
KTH Royal Institute of Technology
jrolfes@kth.se, jankr@kth.se

MS182

A Lagrange Multiplier Expression Method for
Bilevel Polynomial Optimization

Bilevel polynomial optimization is a challenging problem.
In this talk, Ill introduce a Lagrange multiplier expres-
sion method to solve bilevel polynomial optimization glob-
ally by using polynomial optimization relaxations. For in-
duced polynomial optimization problems, Moment-sum-of-
squares relaxations are applied to solve them efficiently.

Jiawang Nie
University of California, San Diego
njw@math.ucsd.edu
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MS183

Learning to Branch in Mixed-Integer Programming
Solvers

The expressive and computationally inexpensive bipartite
Graph Neural Networks (GNN) have been shown to be
an important component of deep learning based Mixed-
Integer Linear Program (MILP) solvers. Recent works have
demonstrated the effectiveness of such GNNs in replacing
the branching (variable selection) heuristic in branch-and-
bound (B&B) solvers. These GNNs are trained, offline and
on a collection of MILPs, to imitate a very good but com-
putationally expensive branching heuristic, strong branch-
ing. Given that B&B results in a tree of sub-MILPs, we
ask (a) whether there are strong dependencies exhibited
by the target heuristic among the neighboring nodes of the
B&B tree, and (b) if so, whether we can incorporate them
in our training procedure. Specifically, we find that with
the strong branching heuristic, a child node’s best choice
was often the parent’s second-best choice. We call this the
“lookback” phenomenon. Surprisingly, the typical branch-
ing GNN of Gasse et al. (2019) often misses this simple
“answer”. To imitate the target behavior more closely by
incorporating the lookback phenomenon in GNNs, we pro-
pose two methods: (a) target smoothing for the standard
cross-entropy loss function, and (b) adding a Parent-as-
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Target (PAT) Lookback regularizer term. Finally, we pro-
pose a model selection framework to incorporate harder-
to-formulate objectives such as solving time in the final
models.

Prateek Gupta
University of Oxford
pgupta@robots.ox.ac.uk

MS183

Unsupervised Learning for Combinatorial Opti-
mization with Gradients

Using machine learning to solve combinatorial optimiza-
tion (CO) problems is challenging, especially when the data
is unlabeled. This work proposes an unsupervised learn-
ing framework for CO problems. Our framework follows
a standard relaxation-plus-rounding approach and adopts
neural networks to parameterize the relaxed solutions so
that simple back-propagation can train the model end-to-
end. Our key contribution is the observation that if the
relaxed objective satisfies entry-wise concavity, a low op-
timization loss guarantees the quality of the final integral
solutions. This observation significantly broadens the ap-
plicability of the previous framework inspired by Erdos’
probabilistic method. In particular, this observation can
guide the design of objective models in applications where
the objectives are not given explicitly while requiring being
modeled in prior. We evaluate our framework by solving a
synthetic graph optimization problem, and two real-world
applications including resource allocation in circuit design
and approximate computing. Our framework largely out-
performs the baselines based on nave relaxation, reinforce-
ment learning, and Gumbel-softmax tricks.

Pan Li
Department of Computer Science
Purdue University
panli@purdue.edu

MS184

Approximation Algorithms for Stochastic Combi-
natorial Optimization

Stochastic problems in combinatorial optimization are of-
ten computationally difficult, so approximation algorithms
have been proposed for many such problems. I will give
a short survey of some of these results and techniques,
focusing on problems in network design, scheduling, and
routing.

Anupam Gupta
Carnegie Mellon University
anupamg@cs.cmu.edu

MS184

On the (Unweighted) Unit-Cost Stochastic Score
Classification Problem

The (Unweighted) Unit-Cost Stocastic Score Classification
Problem is as follows. There are n binary-valued tests,
numbered 1 through n, that can be performed on a pa-
tient. Test i has probability pi of having outcome 1, and

probability 1− pi of having outcome 0. Each test can only
be performed once and the outcomes of the n tests are inde-
pendent. The range of integers from 0 to n is divided into
intervals, called ”score classes”. If all n tests are performed
on a patient, and exactly k of the tests have outcome 1,
then the patient is assigned to the score class (interval)
which contains the number k. It may be possible to de-
termine the score class to which a patient will be assigned
before performing all n tests, if the patient’s score class will
be the same regardless of the outcomes of the tests not yet
performed. Given the probabilities pi associated with the
n tests, the problem is to determine the optimal order in
which to sequentially perform the tests, so as to minimize
the expected number of tests performed before the patient’s
score class can be determined. (This problem is essentially
equivalent to the ”Stochastic Boolean Function Evalua-
tion” problem for Symmetric Boolean Functions, with unit
costs.) We survey results on the (Unweighted) Unit-Cost
Stochastic Score Evaluation Problem and describe open
problems.

Lisa Hellerstein
NYU
lisa.hellerstein@nyu.edu

MS184

Stochastic Minimum Norm Combinatorial Opti-
mization

We undertake a systematic study of designing approxima-
tion algorithms for a wide class of stochastic-optimization
problems with norm-based objective functions. We intro-
duce the model of stochastic minimum-norm combinatorial
optimization, wherein the costs involved are random vari-
ables with given distributions, and we are given a mono-
tone, symmetric norm f . Each feasible solution induces
a random multidimensional cost vector whose entries are
independent random variables, and the goal is to find a so-
lution that minimizes the expected f -norm of the induced
cost vector. This is a very broad class of objectives, con-
taining all �p norms, as also Top-� norms (sum of � largest
coordinates in absolute value), which enjoys various closure
properties. Our chief contribution is a framework for de-
signing approximation algorithms for stochastic minimum-
norm optimization, with two key components: (i) A re-
duction showing that one can control the expected f -norm
by simultaneously controlling a (small) collection of ex-
pected Top-� norms; and (ii) Showing how to tackle the
minimization of a single expected Top-�-norm by leverag-
ing techniques used to deal with minimizing the expected
maximum, circumventing the difficulties posed by the non-
separable nature of Top-� norms. We apply our frame-
work to obtain strong approximation guarantees for two
concrete, well-motivated problem settings: stochastic load
balancing and stochastic spanning tree.

Chaitanya Swamy, Sharat Ibrahimpur
University of Waterloo
cswamy@uwaterloo.ca, sharat.ibrahimpur@uwaterloo.ca

MS185

Learning Classification Trees Robust to Distribu-
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tion Shifts

We consider the problem of learning classification trees
that are robust to distribution shifts between training and
testing/deployment data. This problem arises frequently
in high stakes settings such as public health and social
work where data is often collected using self-reported sur-
veys which are highly sensitive to e.g., the framing of the
questions, the time when and place where the survey is
conducted, and the level of comfort the interviewee has
in sharing information with the interviewer. We propose
a method for learning optimal robust classification trees
based on mixed-integer robust optimization technology. In
particular, we demonstrate that the problem of learning an
optimal robust tree can be cast as a single-stage mixed-
integer robust optimization problem with a highly non-
linear and discontinuous objective. We reformulate this
problem equivalently as a two-stage linear robust optimiza-
tion problem for which we devise a tailored solution pro-
cedure based on constraint generation. We evaluate the
performance of our approach on numerous publicly avail-
able datasets, and compare the performance to a regular-
ized, non-robust optimal tree. We show an increase of up
to 14.16% in worst-case accuracy and of up to 4.72% in
average-case accuracy across several datasets and distribu-
tion shifts from using our robust solution in comparison to
the non-robust one.

Nathan Justin, Sina Aghaei
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MS186

Low-rank Spectral Optimization via Gauge Duality

Various applications in signal processing and machine
learning give rise to highly structured spectral optimiza-
tion problems characterized by low-rank solutions. Two
important examples that motivate this work are optimiza-
tion problems from phase retrieval and from blind decon-
volution, which are designed to yield rank-1 solutions. An
algorithm is described that is based on solving a certain
constrained eigenvalue optimization problem that corre-
sponds to the gauge dual which, unlike the more typical
Lagrange dual, has an especially simple constraint. The
dominant cost at each iteration is the computation of right-
most eigenpairs of a Hermitian operator. A range of nu-
merical examples illustrate the scalability of the approach.
(Joint work with Ives Macdo.)

Michael Friedlander
University of British Columbia, Canada

michael.friedlander@ubc.ca

MS186

Sparse Matrix Factorization from An Optimization
Point of View

Approximating a dense matrix by a product of sparse fac-
tors is a fundamental problem for many signal processing
and machine learning tasks. It can be formulated as a con-
strained optimization problem and decomposed into two
subproblems: finding the positions of the non-zero coeffi-
cients in the sparse factors, and determining their values.
While the first step is usually seen as the most challeng-
ing one due to its combinatorial nature, this talk focuses
on the second step, referred to as sparse matrix approxima-
tion with fixed support (FSMF). We show the NP-hardness
of FSMF, we present a non-trivial family of support con-
straints making the FSMF problem practically tractable
with a fast gradient-free algorithm, and we investigate the
landscape of the FSMF optimization formulation, proving
the absence of spurious local valleys and spurious local min-
ima.

Tung Q. Le
ENS Lyon
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MS186

Nonnegative Matrix Factorization in the l1 norm
for Sparse Data

In this work, we consider the nonnegative matrix factor-
ization (NMF) problem using the component-wise �1-norm
to measure the error. Although this model has been pre-
viously considered, no algorithm has been designed that
scales well with sparse input matrices. We propose, for
the first time, a method that scales linearly in the num-
ber of non-zero entries of the input matrix. Interestingly,
we explain why this is only possible for NMF, that is, the
nonnegativity constraints provide us with a unique oppor-
tunity to achieve such a speed up. The algorithm is based
on a block coordinate descent scheme as such methods have
proved to be the most effective for NMF. This allows us to
apply �1-NMF to large sparse data sets, such as document
data sets for which using the �1-norm is arguably a more
reasonable model.

Arnaud Vandaele, Nicolas Gillis
Université de Mons
Department of Mathematics and Operational Research
arnaud.vandaele@umons.ac.be, nico-
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MS187

Gradient-based Local Search Algorithms for Black-
box Quantile Optimization

We consider quantile optimization problems under a gen-
eral black-box setting. We propose two new iterative
multi-time scale stochastic approximation type of algo-
rithms. The first algorithm uses an appropriately modi-
fied finite-difference-based gradient estimator that requires
2d+1 samples of the black-box function per iteration of
the algorithm, where d is the number of decision vari-
ables. The second algorithm employs a simultaneous-
perturbation-based gradient estimator that uses only three
samples for each iteration regardless of problem dimension.
Under appropriate conditions, we show the almost sure
convergence of both algorithms and establish their rates
of convergence. Numerical results are also reported to il-
lustrate and compare the performance of the algorithms
with alternative methods.

Jiaqiao Hu, Meichen Song
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MS187

Meta-Control: Paradigm of Rule-Based Control

We present an algorithmic technology for solving optimiza-
tion problems described by rules, as opposed to traditional
mathematical expressions. The algorithmic approach con-
verts the rules to a constrained variational model through
construction of a Lagrangian. In place of a traditional
objective function, the approach constructs an ideal La-
grangian from rules. The gauge optimization transforms
the constrained Lagrangian to be as close as possible to
the ideal Lagrangian. The approach is based on invariance
theory, due to Rund-Trautman and Noether, that defines
the gauge. The gauge allows us to propagate the solution
in the variational domain in finite time. The computation
is linear in the number of decision variables. The varia-
tional domain has stochastic characteristics which capture
uncertainty due to incompleteness of the rules and noisy
sensory data. The gauge transformation leads to a Finsler
geodesic turnpike between the current state and a desired
future state. An inverse transformation gives the optimal
solution in the rule-based domain. Two applications will be
briefly discussed; nanotechnology and power systems. Op-
timization is an essential component for applications with
dynamic rule-based systems.
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MS187

Probabilistic Branch and Bound with Importance
Sampling for Noisy Black-box Optimization

Probabilistic Branch and Bound (PBnB) approximates a
level set of a noisy black-box function by branching subre-
gions and statistically classifying them as maintained (in-
side the level set) or pruned (no intersection with the level
set). We propose to use supervised machine learning mod-
els as surrogate models to guide an importance sampling
distribution for improved efficiency. To allocate the sam-
ples efficiently, we consider variations of importance sam-
pling probabilities, constructed to be proportional to the
incumbent solution, model uncertainty, and the combina-
tion of both. Model regularization is also adopted to re-
duce the size of the surrogate model representing high di-
mensional problems. We present variations of PBnB with
importance sampling and model regularization, and derive
finite-time performance analyses in terms of incorrect prun-
ing and maintaining of subregions of the solution space.
Numerical experiments on benchmark problems are pre-
sented.
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MS188

DouglasRachford Algorithm for Control-
constrained Minimum-energy Control Problems

The DouglasRachford algorithm has been applied to many
optimization problems due to its simplicity and efficiency
but the application of this algorithm to optimal control
is less common. In this talk we utilize this method to
solve control-constrained linear-quadratic optimal control
problems. Instead of the traditional approach where we
discretize the problem and solve it using large-scale finite-
dimensional numerical optimization techniques we split the
problem in two and use projection methods to find a point
in the intersection of the solution sets of these two subprob-
lems hence giving the solution to the original problem. In
a 2022 preprint we provide numerical results and compar-
isons for various other projection methods as well as the
DouglasRachford algorithm.
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MS188

On the Splitting Algorithm with Alternated Inertia

In this talk, we propose a simple modification of the op-
erator splitting algorithm for finding the zero of the sum
of monotone operators in a real Hilbert space. Our pro-
posed algorithm is based on alternating inertial steps. We
show some attractive properties of the proposed algorithm.
Finally, we illustrate our results with numerical examples.

Shin-ya Matsushita
Akita Prefectural University
matsushita@akita-pu.ac.jp

MS188

A Proximal Subgradient Algorithm with Extrapo-
lation for Structured Nonconvex Nonsmooth Prob-
lems

In this work, we consider a class of structured nonconvex
nonsmooth optimization problems, in which the objective
function is formed by the sum of a possibly nonsmooth non-
convex function and a differentiable function with Lipschitz
continuous gradient, subtracted by a weakly convex func-
tion. This general framework allows us to tackle problems
involving nonconvex loss functions and problems with spe-
cific nonconvex constraints, and it has many applications
such as signal recovery, compressed sensing, and optimal
power flow distribution. We develop a proximal subgradi-
ent algorithm with extrapolation for solving these problems
with guaranteed subsequential convergence to a stationary
point. The convergence of the whole sequence generated
by our algorithm is also established under the widely used
Kurdyka–�Lojasiewicz property. To illustrate the promis-
ing numerical performance of the proposed algorithm, we
conduct numerical experiments on two important noncon-
vex models. These include a compressed sensing problem
with a nonconvex regularization and an optimal power flow
problem with distributed energy resources.
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MS189

A Single-Loop Subgradient Method for Weakly
Convex Non-Smooth Constrained Optimization

It is known that a proximal subgradient method can find
a nearly �-stationary point of a weakly convex non-smooth
function in O(�−4) iterations (Davis and Drusvyatskiy,
2018). However, the proximal subgradient method requires
that the feasible set has a simple structure that allows
an easy projection. In this work, we study the switch-
ing subgradient method (Polyak, 1967), which is a sim-
ple single-loop subgradient method that can be applied
to weakly convex non-smooth optimization with nonlin-
ear non-smooth convex constraints. Through the notion of
an �-feasible Moreau envelop, we show that the switching
subgradient method finds a nearly �-stationary point of the
constrained problem in O(�−4) iterations.

Qihang Lin, Yankun Huang
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MS189

First-Order Methods for Convex Optimization and
Monotone Inclusions under Local Lipschitz Condi-
tions

In this talk, we first consider convex optimization whose
smooth components have a locally Lipschitz continuous
gradient and propose a first-order method for finding an
epsilon-KKT solution. We then consider monotone inclu-
sion in which the point-valued operator is locally Lips-
chitz continuous and propose a primal-dual extrapolation
method for finding an epsilon-residual solution. All the
proposed methods are parameter free with a verifiable ter-
mination criterion and also enjoy a nearly optimal com-
plexity. This is joint work with Sanyou Mei (University of
Minnesota).

Zhaosong Lu
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MS189

New Root-Finding Algorithms for Nonlinear Equa-
tions and Applications

In this talk, we first discuss a connection between the
Halpern fixed-point iteration and Nesterovs accelerated
schemes for a root-finding problem involving a co-coercive
operator. We also study this connection for different re-
cent schemes, including extra anchored gradient method
and its variants. We show how the convergence results
from one scheme can be transferred to another. Next, we
develop a randomized block-coordinate algorithm for solv-
ing the above root-finding problem, which is different from
existing randomized coordinate methods in optimization.
Finally, we consider the applications of this randomized
coordinate scheme to monotone inclusions and finite-sum
monotone inclusions. The latter one can be applied to a
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federated learning setting.
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MS190

Convergence of Stochastic Gradient Descent for
Analytic Target Functions

In this talk we discuss almost sure convergence of Stochas-
tic Gradient Descent in discrete (and continuous) time for
a given twice continuously-differentiable target function F .
In a first step we give assumptions on the step-sizes and
perturbation size to ensure convergence of the target value
F and the gradient of F assuming that ∇F is locally Hlder-
continuous. This result entails convergence of the iterates
itself in the case where F does not possess a continuum
of critical points. In a general non-convex setting with F
possibly containing a rich set of critical points, convergence
of the process itself is sometimes taken for granted, but
actually is a non-trivial issue as there are solutions to the
gradient flow ODE for smooth target functions that stay in
a compact set but do not converge. Using the Lojasiewicz-
inequality we give sharp bounds on the step-sizes and the
size of the perturbation in order to guarantee convergence
of the SGD scheme for analytic target functions. Also,
we derive the convergence rate of the function value under
the assumptions that F satisfies a particular Lojasiewicz-
inequality with exponent in [1/2, 1). Finally, we compare
the discrete and continuous time results and discuss opti-
mality of the assumptions.
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MS190

Convergence of a Normal Map-Based Prox-SGD
Method for Stochastic Composite Optimization

In this talk, we present a novel stochastic normal map-
based algorithm (nor-SGD) for nonconvex composite-type
optimization problems and discuss its asymptotic conver-
gence properties. We first analyze the global convergence
behavior of nor-SGD and show that every accumulation
point of the generated sequence of iterates is a station-
ary point almost surely and in an expectation sense. The
obtained results hold under standard assumptions and ex-
tend the more limited convergence guarantees of nonconvex
prox-SGD. In addition, based on the Kurdyka-Lojasiewicz
(KL) framework and utilizing an adaptive time window
mechanism, we establish almost sure convergence of the
iterates and derive convergence rates that depend on the
KL exponent and the step size dynamics. The techniques
studied in this work can be potentially applied to other
families of stochastic and simulation-based algorithms.
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MS191

Optimal Control and Optimal Design of Electro-
magnetic Devices

We consider the solution of (1) optimal control problems
with the goal to camouflage electromagnetic sources and
(2) optimal design problems with the goal to improve the
performance of optical devices based on electromagnetic
metamaterials. We formulate the problems as optimization
problems constrained by Maxwell’s equations in the time
domain, resulting in extreme-scale discretizations requir-
ing massive high-performance computing resources. We
discuss the computational challenges that arise in using
gradient-based optimization algorithms, and propose a do-
main decomposition approach with tunable accuracy and
asynchronous scheduling.
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MS191

Optimization-Based Implicit Shock Tracking for
Unsteady Flows

We introduce a high-order numerical method for approxi-
mating solutions of unsteady shock-dominated flows with-
out requiring nonlinear stabilization, e.,g limiting or artifi-
cial viscosity, by tracking these features in space-time with
the underlying high-order mesh. Central to the framework
is a high-order discontinuous Galerkin (DG) discretization
of a slab-based space-time formulation of the governing
equations and an optimization problem whose solution is
the nodal coordinates of a feature-aligned mesh and the
corresponding DG approximation to the flow. In this sense,
the framework is an implicit tracking method, which dis-
tinguishes it from methods that aim to explicitly mesh rel-
evant features. In this talk, we formulate the proposed
method as a sequence of PDE-constrained optimization
problems, introduce a full-space sequential quadratic pro-
gramming (SQP) solver, and demonstrate the approach
with several canonical unsteady flows in one- and two-
dimensions.

Matthew J. Zahr
University of Notre Dame
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MS192

Fast Optimistic Gradient Descent Ascent Method
in Continuous and Discrete Time

In this talk we address continuous in time dynamics as well
as numerical algorithms for the problem of approaching
the set of zeros of a single-valued monotone and continu-
ous operator V . The starting point of our investigations is
a second order dynamical system that combines a vanish-
ing damping term with the time derivative of V along the
trajectory. Our method exhibits fast convergence rates of

order o
(

1
tβ(t)

)
for �V (z(t))�, where z(·) denotes the gener-

ated trajectory and also for the restricted gap function. We
also prove the weak convergence of the trajectory to a zero
of V . Temporal discretizations of the dynamical system
generate implicit and explicit numerical algorithms, which
can be both seen as accelerated versions of the Optimistic
Gradient Descent Ascent (OGDA) method for monotone
operators, for which we prove that the generated sequence
of iterates (zk)k≥0 shares the asymptotic features of the
continuous dynamics. All convergence rate statements are
last iterate convergence results; in addition to these we
prove for both algorithms the convergence of the iterates
to a zero of V . Numerical experiments indicate the over-
whelming superiority of our explicit numerical algorithm
over other methods designed to solve monotone equations
governed by monotone and Lipschitz continuous operators.

Radu Ioan Bot, Ernö Robert Csetnek, Dang-Khoa
Nguyen
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khoa.nguyen@univie.ac.at

MS192

A splitting algorithm for structured non-convex op-
timization problems

In this talk, we present a splitting method for handling
optimization problems which can be formulated as a sum
of a non-smooth function with a certain descent property,
a prox-bounded function and a concave function. In ad-
dition, we propose a line-search based method which ac-
celerates the convergence of the method to a critical point
of the problem. We test the performance of the algorithm
and the acceleration technique in some highly non-convex
clustering problems.
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MS192

A mirror inertial forward-reflected-backward split-
ting: Global convergence and linesearch extension
beyond convexity and Lipschitz smoothness

This work investigates a Bregman and inertial extension of
the forward-reflected-backward algorithm applied to struc-
tured nonconvex minimization problems under relative
smoothness. To this end, the proposed algorithm hinges
on two key features: taking inertial steps in the dual space,
and allowing for possibly negative inertial values. Our anal-
ysis begins with studying an associated envelope function
that takes inertial terms into account through a novel prod-
uct space formulation. Such construction substantially dif-
fers from similar objects in the literature and could offer
new insights for extensions of splitting algorithms. Global
convergence and rates are obtained by appealing to the
generalized concave Kurdyka-�Lojasiewicz (KL) property,
which allows us to describe a sharp upper bound on the
total length of iterates. Finally, a linesearch extension is
given to enhance the proposed method.

Hongjia Ou, Andreas Themelis
Kyushu University
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MS193

Cubic Regularization for Nonlinear Conjugate Gra-
dient Methods

This talk will focus on the application of cubic regular-
ization in the context of conjugate gradient minimiza-
tion (CGM) methods for nonlinear programming. Using
Shanno’s reformulation of CGM as a memoryless BFGS
method, we derive new formulas for the regularized step
direction, which can be evaluated without additional com-
putational effort. The new step directions are shown to
improve iteration counts and runtimes and reduce the need
to restart the CGM.

Hande Y. Benson
Drexel University
Department of Decision Sciences
benson@drexel.edu

MS193

Black-box optimization for reserve design in biodi-
versity conservation

Given an allotment of land divided into parcels, govern-
ment decision-makers, private developers, and conservation
biologists can collaborate to select which parcels to protect,
in order to accomplish sustainable ecological goals with var-
ious constraints. In this paper, we propose a mixed-integer
nonlinear optimization model that considers the presence
of multiple species on these parcels, subject to predator-
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prey relationships, crowding effects, and movement across
parcels.

Cassidy K. Buhler
Department of Decision Sciences
Drexel University
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Drexel University
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benson@drexel.edu

MS193

Numerical experiments with training support vec-
tor machines

The talk presents numerical experiments for training sup-
port vector machines with two nonlinear optimization
methods. The first method is an augmented Lagrangian al-
gorithm based on a fast projected gradient method, which
uses only the first derivatives. Another method is a nonlin-
ear rescaling algorithm based on Newton steps, which uses
the second derivatives and solves linear systems of equa-
tions every iteration. The numerical experiments demon-
strate that the training times scale up approximately as
O(n3) for both algorithms, where n is the number of
training examples. Some arguments explaining this phe-
nomenon are provided.

Igor Griva
George Mason University
igriva@gmu.edu

MS194

Optimal Client Sampling for Federated Learning

It is well understood that client-master communication can
be a primary bottleneck in federated learning (FL). In this
work, we address this issue with a novel client subsampling
scheme, where we restrict the number of clients allowed to
communicate their updates back to the master node. In
each communication round, all participating clients com-
pute their updates, but only the ones with “important’
updates communicate back to the master. We show that
importance can be measured using only the norm of the
update and give a formula for optimal client participation.
This formula minimizes the distance between the full up-
date, where all clients participate, and our limited update,
where the number of participating clients is restricted. In
addition, we provide a simple algorithm that approximates
the optimal formula for client participation, which allows
for secure aggregation and stateless clients, and thus does
not compromise client privacy. We show both theoreti-
cally and empirically that for Distributed SGD (DSGD)
and Federated Averaging (FedAvg), the performance of
our approach can be close to full participation and supe-
rior to the baseline where participating clients are sampled
uniformly. Moreover, our approach is orthogonal to and
compatible with existing methods for reducing communi-
cation overhead, such as local methods and communication
compression methods.
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MS194

Lower Bounds and Nearly Optimal Algorithms in
Distributed Learning with Communication Com-
pression

Recent advances in distributed optimization and learning
have shown that communication compression is one of the
most effective means of reducing communication. While
there have been many results for convergence rates with
compressed communication, a lower bound is still miss-
ing. Analyses of algorithms with communication compres-
sion have identified two abstract properties that guaran-
tee convergence: the unbiased property or the contrac-
tive property. They can be applied either unidirectionally
(compressing messages from worker to server) or bidirec-
tionally. In the smooth and non-convex stochastic regime,
this paper establishes a lower bound for distributed algo-
rithms whether using unbiased or contractive compressors
in unidirection or bidirection. To close the gap between
this lower bound and the best existing upper bound, we
further propose an algorithm, NEOLITHIC, that almost
reaches our lower bound (except for a logarithm factor)
under mild conditions. Our results also show that using
contractive compressors in bidirection can yield iterative
methods that converge as fast as those using unbiased com-
pressors unidirectionally. We report experimental results
that validate our findings.
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MS194

EF21: A New, Simpler, Theoretically Better, and
Practically Faster Error Feedback

Error feedback (EF), also known as error compensation,
is an immensely popular convergence stabilization mech-
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anism in the context of distributed training of supervised
machine learning models enhanced by the use of contrac-
tive communication compression mechanisms, such as Top-
k. First proposed by Seide et al (2014) as a heuristic, EF
resisted any theoretical understanding until recently [Stich
et al., 2018, Alistarh et al., 2018]. However, all existing
analyses either i) apply to the single node setting only,
ii) rely on very strong and often unreasonable assump-
tions, such global boundedness of the gradients, or iterate-
dependent assumptions that cannot be checked a-priori and
may not hold in practice. In this work we fix these defi-
ciencies by proposing and analyzing a new EF mechanism,
which we call EF21, which consistently and substantially
outperforms EF in practice. Our theoretical analysis re-
lies on standard assumptions only, works in the distributed
heterogeneous data setting, and leads to better and more
meaningful rates. In particular, we prove that EF21 en-
joys a fast O(1/T) convergence rate for smooth nonconvex
problems, beating the previous bound of O(1/T 2/3), which
was shown a bounded gradients assumption. We further
improve this to a fast linear rate for PL functions, which is
the first linear convergence result for an EF-type method
not relying on unbiased compressors.
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MS196

Certifying the Absence of Spurious Local Minima
at Infinity

When searching for global optima of non-convex uncon-
strained optimization problems, it is desirable that every
local minimum be a global minimum. This property of hav-
ing no spurious local minima is true in various problems of
interest nowadays, including principal component analy-
sis, matrix sensing, and linear neural networks. However,
since these problems are non-coercive, they may yet have
spurious local minima at infinity. The classical tools used
to analyze the optimization landscape, namely the gradi-
ent and the Hessian, are incapable of detecting spurious
local minima at infinity. In this paper, we identify condi-
tions that certify the absence of spurious local minima at
infinity, one of which is having bounded subgradient tra-
jectories. We check that they hold in several applications
of interest.

Cedric Josz, Xiaopeng Li
Columbia University
cj2638@columbia.edu, xl3040@columbia.edu

MS196

Distributed Data-Parallel Training of Neural Net-

works At-Scale with Distributed Shampoo

Distributed Shampoo is a promising preconditioned
stochastic gradient method within the Adagrad family of
algorithms specifically designed for training neural net-
works. In this talk, I will provide a technical introduc-
tion to the distributed Shampoo algorithm and its Py-
Torch implementation for distributed data-parallel train-
ing. Key approximations based on DNN-specific struc-
tures enable Shampoo to outperform standard diagonal
scaling methods (Adagrad, Adam, AdamW) while remain-
ing computationally tractable. We discuss the tradeoffs
between memory, efficiency, and model quality when tun-
ing distributed Shampoo and other block-preconditioned
methods for industrial settings, as well as the perfor-
mance optimizations that are necessary to produce a fast,
high-quality implementation. Multi-node and multi-GPU
experiments demonstrate Shampoos impact on training
large-scale models.
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MS196

Nonconvex Sampling Through the Lens of Rieman-
nian Geometry and Langevin MCMC

Sampling is deeply intertwined with optimization, infer-
ence, and exploration. A key question in machine learn-
ing is the design of sampling algorithms that can leverage
the power of geometry. A prime example is Riemannian
Langevin MCMC, an algorithm that has enjoyed remark-
able empirical success, albeit without a full rigorous theo-
retical understanding of its convergence. This talk focuses
on an exciting new result: the first non-asymptotic con-
vergence guarantee for Riemannian Langevin MCMC for
sampling from densities of the form exp(-h(x)) on Rieman-
nian manifolds. Our analysis is based on bounding the dis-
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cretization error of the geometric Euler-Murayama scheme.
Combined with a contraction guarantee for the geometric
Langevin diffusion under Kendall-Cranston coupling, we
show that the Riemannian Langevin MCMC iterates lie
within e-Wasserstein distance of the target distribution af-
ter O(1/e2) steps, which matches the known complexity
of the Euclidean case. Our results apply where ‘h’ can
be nonconvex and the manifold may have negative Ricci
curvature. We also establish convergence guarantees for
Riemannian Langevin MCMC in KL-diverence, assuming a
suitable log-Sobolev inequality. The key innovation therein
is modeling one step of MCMC as a diffusion process over
the tangent space. We show that Riemannian Langevin
MCMC achieves e-KL-divergence after O(1/e) steps, again
matching the best known complexity of the Euclidean case.
We will discuss several applications of our results.
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MS197

Tracking Error Bounds for Smooth Strongly Con-
vex Time-Varying Optimization

This presentation is on first-order online methods applied
to smooth strongly convex time-varying problems, focus-
ing first on methods with constant step-size, momentum,
and extrapolation-length. Precise results for the tracking
iterate error (the limit supremum of the norm of the dif-
ference between the optimal solution and the iterates) for
online gradient descent are derived. The presentation then
considers a general first-order framework, where a univer-
sal lower bound on the tracking iterate error is established.
Furthermore, a method using ”long-steps” is proposed and
shown to achieve the lower bound up to a fixed constant.
This method is then compared with online gradient descent
for specific examples.
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University of British Colombia
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MS197

Regularized Primal-Dual Gradient Method for
Time-Varying Constrained Optimization

In this talk, we consider a time-varying constrained op-
timization problem and study the synthesis and analy-
sis of online regularized primal-dual gradient methods to
track a KKT trajectory. The proposed regularized primal-
dual gradient method is implemented in a running fash-
ion, in the sense that the underlying optimization problem
changes during the execution of the algorithms. In order to
study its performance, we first derive its continuous-time

limit as a system of differential inclusions. We then study
sufficient conditions for tracking a KKT trajectory, and
also derive asymptotic bounds for the tracking error (as a
function of the time-variability of a KKT trajectory). Fur-
ther, we also investigate the optimal choice of the parame-
ters of the algorithm. At the end of the talk, we will briefly
introduce our recent work of accelerating zeroth-order op-
timization by borrowing tools from extremum seeking con-
trol, and discuss possible extensions to the time-varying
setting.
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MS198

The difference-of-convex algorithm, the Bregman
proximal point method, and quantum conditional
entropy

The difference-of-convex (DC) algorithm is a conceptually
simple method for the minimization of (non)convex func-
tions that are expressed as the difference of two convex
functions. The DC algorithm can be reinterpreted as the
Bregman proximal point algorithm. This viewpoint allows
for the straightforward derivation of convergence guaran-
tees for the DC algorithm. We will focus on the case where
the difference-of-convex function is itself convex. In the
second part of the talk, we will consider an application in
quantum statistical mechanics. We will discuss a simple
first-order algorithm for computing the convex conjugate
and proximal operator of the conditional entropy of a bi-
partite quantum system.
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Mirror Descent and Quantum Blahut-Arimoto Al-
gorithms

Convex optimization problems arise naturally when study-
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ing the fundamental limits of communication systems, such
as computing quantities known as channel capacities. The
Blahut-Arimoto algorithm is a well known method to solve
for classical channel capacities, and recent works have ex-
tended this algorithm to compute various quantum chan-
nel capacities. We show that the classical and quantum
Blahut-Arimoto algorithms can be interpreted as mirror
descent, which is a well studied generalisation of projected
gradient descent for non-Euclidean geometries. Using this
perspective, we show how existing tools in convex opti-
mization can be used to guarantee bounds on convergence
rates, and how the algorithm can be modified to solve a
wider range of related problems in quantum information
theory.
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Efficient Implementation of Interior-Point Meth-
ods for Quantum Relative Entropy

Optimization over the quantum relative entropy(QRE)
cone has many applications in quantum information pro-
cessing, for example, calculating the key rates for quantum
key distribution (QKD) protocols. Fawzi and Saunder-
son recently proved the self-concordance of a barrier func-
tion for the QRE cone. Our optimization software package
Domain-Driven Solver (DDS) has been using this function,
with some limitations on the size of the problems. In this
talk, we present new theoretical and computational results
to significantly improve the interior-point methods’ perfor-
mance for QRE. We show how duality concepts such as
the dual cone and the Legendre-Fenchel conjugate can be
used to improve performance. Wefinish the talk with some
numerical results using DDS, which let us combine QRE
constraints with many other function/set constraints.
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MS199

On Nonconvex Quadratic Programming with Ball
Constraints

Inspired by the work of Kurt Anstreicher, we study
semidefinite relaxations of nonconvex quadratic program-
ming with ball constraints. We construct a new semidefi-
nite relaxation and demonstrate empirically that it is quite
strong compared to existing relaxations. The key idea is
a simple lifting of the original problem into one higher di-
mension.

Samuel Burer
University of Iowa
Dept of Management Sciences

samuel-burer@uiowa.edu

MS199

Data and Optimization

Joe Gillis : Wait a minute, haven’t I seen you before? I
know your face. Norma Desmond : Get out! Or shall I call
my solver? Joe Gillis : You’re Optimization. You used to
be in Data. Optimization used to be big. Norma Desmond
: Optimization *is* big. It’s the Data that got small.
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MS200

Mars: A Second-Order Reduction Algorithm for
High-Dimensional Sparse Precision Matrices Esti-
mation

Estimation of the precision matrix is of great importance
in statistical data analysis and machine learning. However,
as the number of parameters scales quadratically with the
dimension p, computation becomes very challenging when
p is large. In this paper, we propose an adaptive sieving
reduction algorithm to generate a solution path for the esti-
mation of precision matrices under the �1 penalized D-trace
loss, with each subproblem being solved by a second-order
algorithm. In each iteration of our algorithm, we are able
to greatly reduce the number of variables in the problem
based on the Karush-Kuhn-Tucker (KKT) conditions and
the sparse structure of the estimated precision matrix in
the previous iteration. As a result, our algorithm is ca-
pable of handling datasets with very high dimensions that
may go beyond the capacity of the existing methods. More-
over, for the sub-problem in each iteration, other than solv-
ing the primal problem directly, we develop a semismooth
Newton augmented Lagrangian algorithm with global lin-
ear convergence rate on the dual problem to improve the ef-
ficiency. Theoretical properties of our proposed algorithm
have been established. In particular, we show that the
convergence rate of our algorithm is asymptotically super-
linear. The high efficiency and promising performance of
our algorithm are illustrated via extensive simulation stud-
ies and real data applications, with comparison to several
state-of-the-art solvers.
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MS200

A Feasible Method for General Convex Sdp Prob-
lems

In this work, we propose a low rank decomposition (SD-
PLRE) of a linearly constrained convex SDP problem that
uses a squared slack variable to transfer inequality con-
straints into equality constraints. We prove that a ran-
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dom perturbation to appropriate components of the con-
stant vector of the constraints in (SDPLRE) can eliminate
all singular points with probability 1. We also propose a
rank-adaptive feasible method to solve a general linearly
constrained convex SDP problem with convergence guar-
antee. Compared with previous work, our method does
not require the objective function to be twice differentiable
and achieves a better iteration complexity. Numerical ex-
periments are conducted to verify the high efficiency and
robustness of our method.
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MS200

Convex and Nonconvex Risk-Based Linear Regres-
sion at Scale

The Value-at-Risk (VaR) and the Conditional Value-at-
Risk (CVaR) are two popular risk measures to hedge
against the uncertainty of data. In this talk, we will pro-
vide a computational toolbox for solving high-dimensional
sparse linear regression problems under either the VaR or
the CVaR measures, the former being nonconvex while the
latter being convex. We address the convex CVaR linear re-
gression problem by adopting a semismooth Newton based
proximal augmented Lagrangian method. The matrix
structures of the Newton systems are carefully explored to
reduce the computational cost per iteration. The method
is further embedded in a majorization-minimization algo-
rithm as a subroutine to tackle the nonconvex VaR-based
regression problem. We shall also discuss an adaptive siev-
ing strategy to iteratively guess and adjust the effective
problem dimension, which is particularly useful when a so-
lution path associated with a sequence of tuning parame-
ters is needed. Extensive numerical experiments on both
synthetic and real data will be provided to demonstrate
the effectiveness of our proposed methods.
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MS201

Applications of Adaptive Online Algorithms in Op-

timization

One of the simplest techniques to build stochastic convex
optimization algorithms is via the notion of regret from on-
line convex optimization: any online algorithm with a sub-
linear regret bound can be shown to converge on stochas-
tic problems. In this talk, we will discuss new advances
in online optimization and improvements to the conver-
sion between online and stochastic problems that allow for
significantly more refined guarantees. In addition to recov-
ering classical results such as acceleration, these techniques
allow for algorithms that provably dispense with much of
the hyperparameter tuning typical in stochastic optimiza-
tion. The algorithms developed in this way can thus en-
sure convergence guarantees that are optimally tuned for
the problem at hand.
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MS201

Parameter-Free Online Convex Optimization:
Past, Present, and Future

Machine Learning has been described as the fuel of the
next industrial revolution. Yet, current state-of-the-art
learning algorithms still heavily rely on having a human
in the loop in order to work properly. The most common
options for the practitioners are to follow their intuitions
or to exhaustively evaluate all the possibilities. However,
in certain cases, we can do better. Parameter-free online
optimization is a class of algorithms that does not require
tuning hyperparameters, yet they achieve the theoretical
optimal performance. Moreover, they often achieve state-
of-the-art performance too. An example would be gradi-
ent descent algorithms completely without learning rates.
In this talk, I review past and present ideas of this field.
Building upon a fundamental idea connecting optimization,
gambling, and information theory, I discuss selected appli-
cations of parameter-free algorithms to machine learning
and statistics. Finally, we conclude with an overview of
the future directions of this field.
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High Probability Complexity Bounds for Adaptive
Optimization Methods with Stochastic Oracles

We consider a simple adaptive optimization framework for
continuous optimization where the (explicit or implicit)
step size in each iteration is adaptively adjusted by the es-
timated progress of the algorithm instead of requiring man-
ual tuning or using a pre-specified sequence of step sizes.
The framework accommodates a stochastic setting where
function value, gradient (and possibly Hessian) estimates
are available only through inexact probabilistic oracles.
This framework is very general and encompasses stochas-
tic variants of line search, quasi-Newton, cubic regularized
Newton methods for unconstrained problems, and stochas-
tic SQPmethods for constrained problems. The probabilis-
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tic oracles capture multiple standard settings including ex-
pected loss minimization in machine learning, zeroth-order
(derivative-free) optimization, and low-precision optimiza-
tion. Moreover, the stochastic function, gradient (and pos-
sibly Hessian) estimates are allowed to be biased and possi-
bly arbitrarily bad with some constant probability. Under
reasonable conditions on the oracles, we derive high prob-
ability tail bounds on the iteration and sample complexity
of the algorithms.
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MS202

Strong Branching for Combinatorial Optimization

In this paper, we attempt an analysis of the performance
of the strong-branching rule both from a theoretical and
a computational perspective. On the positive side for
strong-branching we identify vertex cover as a class of in-
stances where this rule provably works well. In particu-
lar, for vertex cover we present an upper bound on the
size of the branch-and-bound tree using strong-branching
as a function of the additive integrality gap, show how
the Nemhauser-Trotter property of persistency which can
be used as a pre-solve technique for vertex cover is being
recursively and consistently used through-out the strong-
branching based branch-and-bound tree, and finally pro-
vide an example of a vertex cover instance where not us-
ing strong-branching leads to a tree that has at least ex-
ponentially more nodes than the branch-and-bound tree
based on strong-branching. On the negative side for strong-
branching, we identify another class of instances where
strong-branching based branch-and-bound tree has expo-
nentially larger tree in comparison to another branch-and-
bound tree for solving these instances. On the computa-
tional side, we conduct experiments on various types of
instances to understand how much larger is the size of the
strong-branching based branch-and-bound tree in compar-
ison to the optimal branch-and-bound tree.

Yatharth Dubey
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MS202

Compressing Branch-and-Bound Trees

A branch-and-bound (BB) tree certifies a dual bound on
the value of an integer program. In this talk, we introduce
the tree compression problem (TCP): Given a BB tree T
that certifies a dual bound, can we obtain a smaller tree
with the same (or stronger) bound by either (1) applying
a different disjunction at some node in T or (2) removing
leaves from T? We believe such post-hoc analysis of BB
trees may assist in identifying helpful general disjunctions
in BB algorithms. We initiate our study by considering
computational complexity and limitations of TCP. We then
conduct experiments to evaluate the compressibility of real-
istic branch-and-bound trees generated by commonly-used
branching strategies, using both an exact and a heuristic

compression algorithm.
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MS202

Solid Angles of Polyhedral Cones and the Strength
of Cutting Planes

Solid angle of a polyhedral cone, which indicates the pro-
portion of space occupied by the cone, is of significant inter-
est in integer programming. In 1969, Gomory introduced
the cyclic group relaxation of IP. The facets of the cyclic
group polyhedra are useful in generating cutting planes.
To predict the importance or relative size of each facet,
researchers have used the shooting experiment, which pro-
vides an estimate of the solid angle subtended by the facet
at the origin. However, the obtained sizes were not al-
ways consistent due to randomness. We propose to use
the solid angles measure, whose closed formulas were well
established in two and three dimensions. For higher dimen-
sions, Aomoto and Ribando showed that the solid angle of
a simplicial cone can be computed using a multivariable hy-
pergeometric series, provided that the cone satisfies a cer-
tain condition related to positive-definiteness. We provide
decomposition methods to ensure that the positive-definite
criterion is met. We present the results of our solid angle
measures and compare them with those obtained from the
shooting experiments. This is a joint work with Allison
Fitisone.
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Stochastic Gradient Succeeds for Bandits

The stochastic policy gradient is a classic algorithm for
bandit problems, which is naturally compatible with deep
neural networks, in stark contrast to UCB and Thompson
sampling, and has seen significant practical success. How-
ever, the theoretical understanding of the algorithm, espe-
cially the global convergence result has not been previously
established. In this talk, we answer the question affirma-
tively, and will show that the stochastic gradient bandit al-
gorithm converges to a globally optimal policy at an O(1/t)
rate, even with a constant step size. The new result is
achieved by establishing two novel technical findings: first,
the noise of the stochastic updates in the gradient ban-
dit algorithm satisfies a strong growth condition property,
where the variance diminishes whenever progress becomes
small, implying that additional noise control via diminish-
ing step sizes is unnecessary; second, a form of weak ex-
ploration is automatically achieved through the stochastic
gradient updates, since they prevent the action probabili-
ties from decaying faster than O(1/t), thus ensuring that
every action is visited enough times. These two findings
can be used to show that the stochastic gradient update is
already sufficient for bandits in the sense that exploration
versus exploitation is automatically balanced in a manner
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that ensures almost sure convergence to a global optimum.

Bo Dai
Google
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MS204

Using saddle graphs for the approximate synthesis
of mechanisms

Approximate kinematic synthesis of mechanisms is per-
formed by optimizing an objective function derived from
motion specifications. A primary difficulty of solving such
an optimization problem for approximate synthesis is that
not all auxillary conditions are known a priori. To over-
come this challenge, we propose using a so-called saddle
graph that identifies minima of an objective function as
vertices and connections between them as edges. Such
a graph is interactively presented to a designer, whereby
edges are continuously traversed to navigate families of de-
sign candidates in between minima. This talk will explain
saddle graphs and their computation via homotopy contin-
uation along with several examples demonstrating its use
to solve approximate synthesis problems. This is joint work
with Aravind Baskar and Mark Plecnik.
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Improved Effective Lojasiewicz Inequality and Ap-
plications

Given a closed and bounded semi-algebraic set A ⊂ Rn and
semi-algebraic continuous functions f, g : A → R, such that
f−1(0) ⊂ g−1(0), there exist N and c > 0, such that the in-
equality (�Lojasiewicz inequality) |g(x)|N ≤ c · |f(x)| holds
for all x ∈ A. In this talk, we prove a nearly tight upper
bound on the �Lojasiewicz exponent for semi-algebraic func-
tions. We show that the �Lojasiewicz exponent N in this
case is bounded by (8d)2(n+7), where d is the maximum de-
gree of polynomials in the given semi-algebraic descriptions
of A and the graphs of f and g. Unlike the previous best
known bound in this setting, our bound is independent of
the cardinalities of the semi-algebraic descriptions of f , g,
and A. We exploited this fact to improve the best known
error bounds for polynomial and non-linear semi-definite
systems.
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Gale Diagrams for the PSD cone

Studying the facial structure of polyhedra has been a vital

part of research both from a combinatorial perspective as
well as in optimization through linear programming. One
tool developed for understanding the facial structure of
polytopes is the Gale diagram. In joint work with Venkat
Chandrasekaran and Amy Wiebe, we generalize this to a
larger family of convex objects, spectratopes, linear im-
ages of the spectraplex. The spectraplex is the analogue
of the simplex in the cone of positive semidefinite matri-
ces, the cone of interest in semidefinite programming. We
show that our Gale diagrams can be used to understand
the facial structure of these new convex bodies.
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Neural Blind Deconvolution with Poisson Data

Blind Deconvolution problem is a challenging task in sev-
eral scientific imaging domains, such as Microscopy and
Medicine. The Point Spread Function inducing the blur
effect on the acquired image can be solely approximately
known, or just its mathematical model may be available.
Blind deconvolution aims to reconstruct the image when
only the recorded data is available. Recently, among the
classical variational approaches, Deep Learning techniques
have gained interest thanks to their impressive perfor-
mances. The Deep Image Prior framework has been em-
ployed for solving this task, giving rise to the so-called Neu-
ral Blind Deconvolution. In this work, we adapt this ap-
proach to microscopy images where the predominant noise
is of Poisson type, hence signal-dependent. This leads to
consider the generalized Kullback-Leibler as loss function
and to couple it with regularization terms on both the blur
operator and the image, estimated via two different neu-
ral networks. Furthermore, an upper bound for the blur
kernel, depending on the optical instrument, is added to
the problem formulation. A numerical solution is obtained
by an alternating Proximal Gradient Descent-Ascent pro-
cedure, which results in a Double Deep Image Prior for
Poisson noise algorithm. The proposed strategy is eval-
uated on both synthetic and real-world images, achieving
promising results and proving that the correct choice of the
loss and regularization functions strongly depends on the
application at hand.
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Accelerated Optimization for Dynamic MRI Re-
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construction with Locally Low-Rank Regularizers

Many image reconstruction problems involve models that
assume that an image or image sequence satisfies low-rank
or locally low-rank properties. These models often involve
optimization problems involve nuclear norms or Schatten
p-norms. Many machine learning problems like robust
PCA also involve such regularizers. For convex problems
with a single nuclear norm or Schatten p-norm regularizer,
the proximal optimized gradient method (POGM) with
adaptive restart is a very effective first-order method that
converges faster than FISTA and avoids the extra tuning
parameters needed by augmented Lagrangian and ADMM
methods. Nevertheless, such first-order proximal methods
have worst-case convergence rates that are slower than the
asymptotic convergence rates of smooth optimization algo-
rithms like nonlinear CG, or methods like (limited mem-
ory) quasi-Newton algorithms that bring in second-order
information. Furthermore, such first-order methods seem
inapplicable to locally low-rank models that involve regu-
larizers that sum numerous nuclear norms of overlapping
patches, because such regularizers are not prox friendly.
This work-in-progress explores the use of smooth approxi-
mations to nuclear norms to facilitate gradient-based opti-
mization methods for regularizers based on global and local
low-rank models.
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Proximal Splitting Methods for Neural Field Based
Dynamic-Image Reconstruction

Neural fields are an emerging class of neural networks that
act as representations of continuous objects parametrized
by a finite number of weights. This parametrization can
be exploited to reframe infinite-dimensional optimization
problems into finite-dimensional forms. Recently, neu-
ral fields have been investigated for solving dynamic im-
age reconstruction problems, which are optimization prob-
lems dependent on an imaging operator and regulariza-
tion. Compared to pixelwise discretization methods, neu-
ral fields can represent spatiotemporal images with fewer
parameters and demonstrate enhanced image quality. Di-
rectly training the weights of the neural field assumes that
the imaging operator is compatible with the neural field
representation. This work proposes training neural fields
for image reconstruction using a proximal splitting method
that separates computations involving the imaging opera-
tor and updates of the network parameters by performing
proximal operations on the neural field based on subsam-
pled gradients of the imaging operator. This splitting re-
duces updates of the neural fields to supervised learning
problems and reduces the memory footprint, thereby allow-
ing for neural field reconstruction of large, high-resolution
dynamic images. This method is demonstrated with a
4D photoacoustic tomography inspired problem where the
imaging operator is the circular Radon transform and

Tikhonov regularization on spatiotemporal derivatives.
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Design of Poisoning Attacks on Linear Regression
Using Bilevel Optimization

A poisoning attack is one of the attack types commonly
studied in the field of adversarial machine learning. The
adversary generating poison attacks is assumed to have ac-
cess to the training process of a machine learning algorithm
and aims to prevent the algorithm from functioning prop-
erly by injecting manipulative data while the algorithm is
trained. In this work, our focus is on poisoning attacks
against linear regression models which target to weaken
the prediction power of the attacked regression model. We
propose a bilevel optimization problem to model this ad-
versarial process between the attacker generating poisoning
attacks and the learner that tries to learn the best predic-
tive regression model. We give an alternative single-level
optimization problem by using the optimality conditions
of the learner’s problem. A commercial solver is used to
solve the resulting single-level optimization problem where
we generate the whole set of poisoning attack samples at
once. Besides, an iterative approach that allows to deter-
mine only a portion of poisoning attack samples at every
iteration is introduced. The proposed attack strategies are
shown to be superior to a benchmark algorithm from the
literature by carrying out extensive experiments on two
realistic publicly available datasets.
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Stackelberg Actor-Critic for Equilibrium Bidding
Strategy Computation

We consider a resource allocation problem where in the
first stage multiple strategic conventional and renewable
generators with local constraints submit bids in the elec-
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tricity market to maximize their profits, while in the sec-
ond stage the market operator allocates the resource and
determines the market clearing price under a set of global
possibly nonconvex constraints taking into account the un-
certainty of the renewable production. We propose a novel
Stackelberg actor-critic reinforcement learning algorithm
that sets up the problem in multi-dimensional continuous
state and action spaces, enabling the generators to receive
accurate feedback regarding the impact of their bidding
strategies on the stochastic market clearing outcome, and
update their bidding strategies by exploiting the entire ac-
tion domain, also accounting for the effect of global non-
convex constraints and uncertainty of the supply. Then, we
provide a local convergence guarantee for the Stackelberg
actor-critic algorithm to a local Stackelberg equilibrium to-
gether with numerical results, showing that the algorithm
can be effectively used to solve the allocation problem in
high dimension with high share of renewables.
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Network design under demand uncertainty

In this work, we present a robust network design prob-
lem (RNDP) with uncertain demands. We consider selfish
users satisfying a Wardrop equilibrium. This behavior is
incorporated through a bilevel problem approach, where
the lower decision level determines the behavior of users
while a network planner decides to reduce the costs of the
network at the upper-level decision problem. We provide
lower and upper bounds to the optimal value of the RNDP
in the case of polyhedral uncertainty and convex cost func-
tion. In our simulations we show how the RNDP is able to
provide solutions that performs close the average case while
reducing significantly the cost in the worst-case scenario.
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Perspectives on Plug-and-Play: Optimization,
Equilibrium, and Applications

Plug-and-Play (PnP) methods make use of black-box de-
noisers, including CNNs, in place of proximal maps when
using ADMM to solve regularized inversion problems.
While the resulting algorithm converges to a high-quality
fixed point in many applications, the PnP algorithm no
longer solves an optimization problem. To explain this
gap, we describe the connections between optimization,
PnP methods, and an equilibrium formulation that gen-
eralizes the optimization form of regularized inversion. We
also describe some applications that use neural networks in
novel ways to produce state-of-the-art results for multiple
imaging modalities.
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Data-Driven Market Design in Web3

Indecipherable black boxes are common in machine learn-
ing (ML), but applications increasingly require explainable
artificial intelligence (XAI). The core of XAI is to establish
transparent and interpretable data-driven algorithms. This
talk presents new problems arising from matching markets
with blockchains, which may be designed with optimization
models, and relevant tools from the learning to optimize
(L2O) literature.
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Symbolic Learning to Optimize

Recent studies on Learning to Optimize (L2O) suggest a
promising path to automating and accelerating the opti-
mization procedure for complicated tasks. Existing L2O
models parameterize optimization rules by neural net-
works, and learn those numerical rules via meta-training.
However, they face two common pitfalls: (1) scalability:
the numerical rules represented by neural networks create
extra memory overhead for applying L2O models, and lim-
its their applicability to optimizing larger tasks; (2) inter-
pretability: it is unclear what each L2O model has learned
in its black-box optimization rule, nor is it straightforward
to compare different L2O models in an explainable way. To
avoid both pitfalls, this paper proves the concept that we
can kill two birds by one stone, by introducing the pow-
erful tool of symbolic regression to L2O. In this paper,
we establish a holistic symbolic representation and analy-
sis framework for L2O, which yields a series of insights for
learnable optimizers. Leveraging our findings, we further
propose a lightweight L2O model that can be meta-trained
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on large-scale problems and outperformed human-designed
and tuned optimizers. Our work is set to supply a brand-
new perspective to L2O research.
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Prophet Inequalities and Posted Prices for Combi-
natorial Auctions

The prophet inequality [Krengel, Sucheston, Garling, 1978]
is a famous result from stopping theory. One is presented
a random sequence of rewards. Whenever a reward is pre-
sented, one can choose to pick this reward and to stop the
sequence or to discard this reward and to continue. This
setting has the intriguing interpretation of selling one item
among multiple buyers. As optimal strategies are based
on thresholds, they naturally correspond to posting a price
for the item. In this talk, we will discuss how this result
generalizes to combinatorial auctions, in which there are
m (heterogeneous) items. Depending on the assumptions,
we will be able to show that despite the uncertainty we
can guarantee a good fraction of the optimal social wel-
fare, which we would be obtaining by optimally allocating
the items with perfect knowledge of the buyers values and
unlimited computational power.
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Tight Guarantees for Multi-Unit Prophet Inequal-
ities and Online Stochastic Knapsack

Prophet inequalities are a useful tool for designing online
allocation procedures and comparing their performance
to the optimal offline allocation. In the basic setting of
k-unit prophet inequalities, the well-known procedure of
Alaei (2011) with its celebrated performance guarantee of
1 − 1√

k+3
has found widespread adoption in mechanism

design and general online allocation problems in online ad-
vertising, healthcare scheduling, and revenue management.
Despite being commonly used to derive approximately-
optimal algorithms for multi-resource allocation problems
that suffer from the curse of dimensionality, the tightness
of Alaei’s procedure for a given k has remained unknown.
In this paper we resolve this question, characterizing the
optimal procedure and tight bound, and consequently im-

proving the best-known guarantee for k-unit prophet in-
equalities for all k > 1. We also consider the more general
online stochastic knapsack problem where each individual
allocation can consume an arbitrary fraction of the initial
capacity. Here we introduce a new “best-fit’ procedure with
a performance guarantee of 1

3+e−2 ≈ 0.319, which we also
show is tight with respect to the standard LP relaxation.
This improves the previously best-known guarantee of 0.2
for online knapsack.

Jiashuo Jiang
NYU Stern School of Business
jj2398@stern.nyu.edu

Will Ma
Columbia University
wm2428@gsb.columbia.edu

Jiawei Zhang
NYU Stern
jz31@stern.nyu.edu

MS208

Bandit Algorithms for Multi-Stage Stochastic Op-
timization

A standard model in Stochastic/Bayesian Optimization is
that we are given probability distributions of n indepen-
dent random variables and the goal is to design a policy (a
multi-stage algorithm) to optimize the expected objective
value. Examples include Prophet Inequalities, Pandora’s
Box, Stochastic Probing, and Fixed-Price Auctions. In this
work we want to relax the assumption that the underlying
distributions are known to the algorithm. Inspired by the
field of Multi-Armed Bandits, we study stochastic problems
that are played over T days: on each day t our algorithm
plays some policy xt and receives a partial feedback on the
performance of xt for the underlying unknown-but-fixed
distributions. The goal is to minimize the expected regret,
which is the difference in the expected value of the optimal
algorithm that knows the underlying distributions vs. the
average value of our algorithm (over T days) that learns
the distributions from partial feedback. We will design
near-optimal algorithms for Prophet, Pandora’s Box, and
Sequential Posted Pricing problems in this setting. This is
based on joint work with Thomas Kesselheim, Yifan Wang,
and Khashayar Gatmiry.
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Robust Assortment Revenue Optimization and



164 SIAM Conference on Optimization (OP23)OP23 Abstracts 163

Satisficing

We consider an assortment optimization problem where the
retailer needs to choose a set of products to offer to cus-
tomers from the range of available products. By choos-
ing the assortment, which will affect customers’ purchase
choice, the retailer aims to obtain a high expected rev-
enue. We study the robust setting in the sense that we do
not have exact knowledge of the distribution of customers’
utility from each product. Specifically, we introduce two
distributionally robust assortment formulations, robust as-
sortment revenue optimization and robust assortment rev-
enue satisficing. While the former uses a pre-specified am-
biguity set to characterize the scope of the probability dis-
tributions of customers’ utilities, the latter uses a target-
driven approach to take all probability distributions into
account. By using the multinomial logit model as the ref-
erence choice model for both formulations, we show that
the optimal assortments exhibit a revenue-ordered prop-
erty, i.e., products in the optimal assortment have higher
revenue than those not in the assortment. When the as-
sortment optimization problems have a cardinality con-
straint, we develop efficient methods to find optimal so-
lutions. Theoretically, we show that by comparison with
the revenue optimization approach, the revenue satisfic-
ing approach can achieve the target revenue with a higher
probability and has a lower computational complexity.
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Optimized Dimensionality Reduction for Moment-
Based Distributionally Robust Optimization

We propose an optimized dimensional reduction method
for distributionally robust optimization (DRO) problems
with moment-based ambiguity sets. First, we focus on
the semidefinite programming (SDP) formulations of DRO
problems and prove the low-rank property of these SDP
problems. We transform the high-dimensional SDP prob-
lem equivalently into a bilinear SDP problem with a very
small size by using low-dimensional random variables to
represent the original random variables. In addition, we
develop two algorithms to solve the bilinear SDP problems
iteratively, where we only need to solve a low-dimensional
SDP problem in each iteration. We extend the method to
solve the moment-based DRO problems with chance con-
straints and general SDP problems. We show the effec-
tiveness of our proposed approaches in solving two prac-
tical problems: (i) a multiproduct newsvendor problem
and (ii) a multidimensional continuous knapsack problem
with chance constraints. The results demonstrate that our
approaches can obtain the (near-)optimal solution much
more efficiently than commercial solvers and benchmark

approaches.
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Entropic Regularization for (Wasserstein) Robust
Optimization

In the first part, I will talk about distributionally robust
optimization with Sinkhorn distance—a variant of Wasser-
stein distance based on entropic regularization. We derive
convex programming dual reformulation for a general nom-
inal distribution. Compared with Wasserstein DRO, it is
computationally tractable for a larger class of loss func-
tions, and its worst-case distribution is more reasonable.
To solve the dual reformulation, we propose an efficient
stochastic mirror descent method with biased gradient or-
acles. It finds a δ-optimal solution with computation cost
Õ(δ−3) and memory cost Õ(δ−2), and the computation
cost further improves to Õ(δ−2) when the loss function is
smooth. Second, I will talk about how entropic regulariza-
tion can help with the adversarial robust training. Finally,
I will reformulate Sinkhorn DRO as a special bi-level for-
mulation, which motivates new optimization algorithms.
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Hierarchical Matrix Approximations of Hessians in
Pde-Constrained Optimization

Hessian operators arising in inverse problems and PDE-
constrained optimization play a critical role in delivering
efficient and dimension-independent convergence at scale.
However, the Hessian is a formally dense operator that
is intractable to form explicitly for practical large scale
problems. Low rank approximations of the Hessians are
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effective, but only in limited regimes. Hierarchical ma-
trix representations promise to overcome the high com-
plexity of dense representations and provide effective data
structures and matrix operations that have only log-linear
complexity, and provide high-quality approximations for
broader classes of problems. In this talk, we describe al-
gorithms for constructing and updating hierarchical ma-
trix approximations of Hessians, and illustrate them on a
number of representative inverse problems involving time-
dependent diffusion, advection-dominated transport, fre-
quency domain acoustic wave propagation, and low fre-
quency Maxwell equations. The algorithms have been
implemented in H2Opus, a performance-oriented package
that supports a broad variety of hierarchical matrix oper-
ations on CPUs and GPUs.
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Bounded Simplex-Structured Matrix Factoriza-
tion: Applications and Algorithm

We propose a new low-rank matrix factorization model
dubbed bounded simplex-structured matrix factorization
(BSSMF). Given an input matrix X and a factorization
rank r, BSSMF looks for a matrix W with r columns and
a matrix H with r rows such that X ≈ WH where the en-
tries in each column of W are bounded, that is, they belong
to given intervals, and the columns ofH belong to the prob-
ability simplex, that is, H is column stochastic. BSSMF
generalizes nonnegative matrix factorization (NMF), and
simplex-structured matrix factorization (SSMF). BSSMF
is particularly well suited when the entries of the input
matrix X belong to a given interval; for example when the
rows of X represent images, or X is a rating matrix such
as in the Netflix and MovieLens data sets where the entries
of X belong to the interval [1, 5]. The simplex-structured
matrix H not only leads to an easily understandable de-
composition providing a soft clustering of the columns of
X, but implies that the entries of each column of WH be-
long to the same intervals as the columns of W . We propose
a fast algorithm and identifiability conditions for BSSMF,
that is, we provide conditions under which BSSMF admits
a unique decomposition, up to trivial ambiguities.
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Some Sharp Linear Interpolation Error Bounds

Linear interpolation is one of the most basic techniques
for approximating functions and plays an essential role in
derivative-free optimization. We studied the function ap-
proximation error of linear interpolation and extrapolation.

We present several upper bounds along with the conditions
under which they are sharp. All results are under the as-
sumptions that the function has Lipschitz continuous gra-
dient and is interpolated on an affinely independent sample
set. Errors for quadratic functions and errors of bivariate
linear extrapolation are analyzed in depth.
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Adapting the Centred Simplex Gradient to Com-
pensate for Misaligned Sample Points

The centred simplex gradient (CSG) is a popular gradi-
ent approximation technique in derivative-free optimiza-
tion. Its computation requires a perfectly symmetric set
of sample points and is known to provide an accuracy of
O(Δ2) where Δ is the radius of the sampling set. In this
talk, we consider the situation where the set of sample
points is not perfectly symmetric. By adapting the formula
for the CSG to compensate for the misaligned points, we
define a new Adapted-CSG. We study the error bounds and
the numerical stability of the Adapted-CSG.

Warren Hare, Yiwen Chen
University of British Columbia, Okanagan Campus
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MS211

Glassbox Optimization of a Model of a Blackbox in
a Hypersphere.

We present a new method for solving a broad class
of bound-constrained composite minimization problems.
This approach works for both smooth and nonsmooth
solvers. This method is specifically designed for problems
that are a chosen mapping of the outputs from a computa-
tionally expensive simulation or function. We demonstrate
a method (GOOMBAH) that uses more difficult trust-
region subproblems than are typically analyzed. In gen-
eral, there are no guarantees that these subproblems can
be (approximately) solved in finite time. However, by safe-
guarding this algorithm method with another algorithm,
we obtain a provably convergent method that performs
exceptionally well in practice, particularly when function
evaluations are expensive.

Jeffrey Larson, Matt Menickelly
Argonne National Laboratory
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MS212

Inertial Proximal Block Coordinate Method for a
Class of Sum-of-Ratios Problems

In this work, we consider a class of nonsmooth sum-of-
ratios fractional optimization problems with block struc-
ture. This model class is ubiquitous and encompasses sev-
eral important nonsmooth optimization problems in the lit-
erature. We first propose an inertial proximal block coordi-
nate method for solving this class of problems by exploit-
ing the underlying structure. The global convergence of
our method is guaranteed under the Kurdyka–�Lojasiewicz
(KL) property and some mild assumptions. We then iden-
tify the explicit exponents of the KL property for three
important structured fractional optimization problems. In
particular, for the sparse generalized eigenvalue problem
with either cardinality regularization or sparsity constraint,
we show that the KL exponents are 1/2, and so, the pro-
posed method exhibits linear convergence rate.

Minh N. Dao
RMIT University
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MS212

Progressive Hedging for Stochastic Integer Pro-
gramming - Advances in Theory and Practise

Motivated by recent literature demonstrating the surpris-
ing effectiveness of the heuristic implementations of pro-
gressive hedging (PH) to stochastic mixed-integer pro-
gramming (SMIP) problems, we provide theoretical sup-
port for the inclusion of integer variables, filling this gap
between theory and practice. We provide greater insight
into the following observed phenomena of PH as applied to
SMIP where the intended optimal is found or at least fea-
sible convergence is observed. We provide an analysis of a
modified PH algorithm from a different viewpoint, drawing
on the interleaving of (split) proximal point methods (in-
cluding PH), Gauss-Seidel methods, and the utilisation of
variational analysis tools. Through this analysis, we pro-
vide conditions for convergence to a feasible solution that
is observed in practise. In terms of convergence analy-
sis, we contribute insight into the convergence of proximal
point like methods in the presence of integer variables via
the introduction of the notion of persistent local minima
and also contribute to an enhanced Gauss-Seidel conver-
gence analysis that accommodates the variation of the ob-
jective function. We provide a practical implementation of
a modified PH and demonstrate its convergent behaviour
with computational experiments in line with the provided
analysis.

Andrew C. Eberhard
RMIT University
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MS212

Local Maximal Monotonicity and Variational Con-

vexity in Banach Spaces

The talk discusses two notions of locally maximal mono-
tone set-valued mappings (see [Pennanen T, Local conver-
gence of the proximal point algorithm and multiplier meth-
ods without monotonicity, Math. Oper. Res, 2002] and
[Rockafellar RT, Variational Analysis, Springer, 1998]) on
general Banach spaces (both strong and non-strong) and
their relationships. To deal efficiently with these notions, a
local counterpart Minty theorem is constructed in reflexive
spaces. On the other hand, using the Frchet and mixed
limiting coderivative (from [Mordukhovich BS, Variational
Analysis and Generalized Differentiation, in I: Basic The-
ory, Springer, 2006], we establish full characterizations of
the mentioned local concepts. From the obtained char-
acterizations, a sum rule for locally maximal monotone
operators is built. Moreover, we carry out a coderiva-
tive characterization for variational convexity of functions
(see [Rockafellar RT, Variational convexity and local mono-
tonicity of subgradient mappings, Vietnam J. Math., 2019])
in infinite-dimensional spaces.
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MS213

High-Dimensional Inference with Stochastic Gra-
dient Descent

Stochastic approximation algorithms like SGD are widely
used in modern data science. In order to perform statisti-
cal inference with such algorithms, it is important to not
only obtain point estimates but also to obtain confidence
regions quantifying the associated uncertainty. In this talk,
I will discuss high-dimensional central limit theorems for
linear functionals of online SGD iterates for solving over-
parameterized linear regression. Such results could be
used for example to obtain prediction confidence intervals
or entry-wise estimation confidence intervals. Our results
hold in particular when the dimensionality grows polyno-
mially/exponentially in terms of the number of iterations
of SGD (or equivalently the number of observations used).

Krishnakumar Balasubramanian
University of California, Davis, U.S.
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MS213

Stochastic Multi-Level Nested Composition Opti-
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mization

Nested composition optimization problems whose objec-
tive functions is a composition of exceptions, have received
much attention due to their emerging applications over the
past few years. Obtaining unbiased gradient estimators of
the objective function is the main difficulty for this class
of structured problems. In this talk, I will present a few
settings under which we can provide efficient algorithms to
find an approximate stationary point of the problem. We
show that the sample complexities of these methods match
that of the single level stochastic optimization problems
and hence are optimal in terms of dependence on the tar-
get accuracy and only polynomially depend on the number
of levels in the objective function. In addition, these meth-
ods can be easily applied to the online stochastic setting
as they do not require any batch of samples to converge.

Krishnakumar Balasubramanian
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MS213

On the Performance of Gradient Tracking with Lo-
cal Update(s)

We study the decentralized optimization problem where a
network of n agents seeks to minimize the average of a set
of heterogeneous non-convex cost functions distributedly.
State-of-the-art decentralized algorithms like Exact Diffu-
sion (ED) and Gradient Tracking (GT) involve communi-
cating every iteration. However, communication is expen-
sive, resource intensive, and slow. In this work, we analyze
a locally updated GT method (LU-GT), where agents per-
form local recursions before interacting with their neigh-
bors. While local updates have been shown to reduce com-
munication overhead in practice, their theoretical influence
has not been fully characterized. We show LU-GT has the
same communication complexity as the Federated Learning
setting but allows arbitrary network topologies. In addi-
tion, we prove that the number of local updates does not
degrade the quality of the solution achieved by LU-GT. Nu-
merical examples reveal that local updates can lower com-
munication costs in certain regimes (e.g., well-connected
graphs).

Edward Duc Hien Nguyen
Rice University
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MS214

Almost sure convergence rates for stochastic gra-
dient methods

We study stochastic gradient descent (SGD) and the
stochastic heavy ball method (SHB, otherwise known as
the momentum method) for the general stochastic approx-
imation problem. For SGD, in the convex and smooth
setting, we provide the first almost sure asymptotic con-
vergence rates for a weighted average of the iterates. More
precisely, we show that the convergence rate of the function
values is arbitrarily close to o(1/

√
k), and is exactly o(1/k)

in the so-called overparametrized case. We show that these
results still hold when using stochastic line search and
stochastic Polyak stepsizes, thereby giving the first proof of
convergence of these methods in the non-overparametrized
regime. Using a substantially different analysis, we show
that these rates hold for SHB as well, but at the last it-
erate. This distinction is important because it is the last
iterate of SGD and SHB which is used in practice. We also
show that the last iterate of SHB converges to a minimizer
almost surely. Additionally, we prove that the function
values of the deterministic HB converge at a o(1/k) rate,
which is faster than the previously known O(1/k).

Othmane Sebbouh
ENS Paris
othmane.sebbouh@ens.fr

MS214

Stochastic Localization Methods for Convex Dis-
crete Optimization Via Simulation

We develop and analyze a set of new sequential simulation-
optimization algorithms for large-scale multi-dimensional
discrete optimization via simulation problems with a con-
vexity structure. The proposed algorithms are targeted
to identify a solution that is close to the optimal solution
given any precision level with any given probability. Uti-
lizing the convexity structure, our algorithm design does
not need to scan all the choices of the decision variable,
but instead sequentially draws a subset of feasible deci-
sions and uses them to “localize’ near-optimal solutions to
an adaptively shrinking region. To show the power of the
localization operation, we first consider one-dimensional
large-scale problems. We propose the shrinking uniform
sampling algorithm, which is proved to achieve the opti-
mal cost asymptotically. For multi-dimensional problems,
we combine the idea of localization with subgradient in-
formation and propose a framework to design stochastic
cutting-plane methods. In addition, utilizing the discrete
nature of the problems, we propose a dimension reduc-
tion algorithm, which does not require prior information
about the Lipschitz constant of the objective function and
its simulation costs are upper bounded by a value that is
independent of the Lipschitz constant. We implement the
proposed algorithms on simulation optimization problems,
and demonstrate better performances especially for large-
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scale examples.
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MS215

Adaptive Randomized Sketching for Dynamic Non-
smooth Optimization

Dynamic optimization problems arise in many applications
including optimal flow control, full waveform inversion, and
medical imaging, where they are plagued by significant
computational challenges. For example, memory is often a
limiting factor on the size of problems one can solve since
the evaluation of derivatives requires the entire state trajec-
tory. Additionally, many applications employ nonsmooth
regularizers such as the L1-norm or the total variation as
well as auxiliary constraints on the optimization variables.
In this paper, we introduce a novel trust-region algorithm
for minimizing the sum of a smooth, nonconvex function
and a nonsmooth, convex function that addresses these two
challenges. Our algorithm employs randomized sketching
to store a compressed version of the state trajectory for use
in derivative computations. By allowing the trust-region
algorithm to adaptively learn the rank of the state sketch,
we arrive at a provably convergent method with near opti-
mal memory requirements. We demonstrate the efficacy of
our method on a parabolic PDE-constrained optimization
problem with measure-valued control variables.
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MS215

An Optimal Control Framework for Neuromorphic
Imaging

Event or Neuromorphic cameras are novel biologically in-
spired sensors that record data based on the change in light

intensity at each pixel asynchronously. They have a tem-
poral resolution of microseconds. This is useful for scenes
with fast moving objects that can cause motion blur in tra-
ditional cameras, which record the average light intensity
over an exposure time for each pixel synchronously. We
present a bilevel optimization based variational framework
for neuromorphic imaging.

David Sayre
George Mason University
Dsayre100@gmail.com

MS215

Numerical Analysis of Optimal Control Problem
Governed by Transient Stokes Equations with State
Constraints Pointwise in Time

We consider the following optimal control problem:

Minimize
1

2

∫ T

0

∫

Ω

(u(t, x)− ud(t, x))
2 dx dt+

α

2

∫ T

0

∫

Ω

q(t, x)2 dx dt

subject to transient Stokes equations

∂tu−Δu+∇p = q in (0, T )×Ω

∇ · u = 0 in (0, T )×Ω

u = 0 on (0, T )× ∂Ω

u(0) = u0 in Ω

and to state constraints formulated pointwise in time, i.e.
∫

Ω

u(t, x) · w(x) dx ≤ b for all t ∈ [0, T ]

with a given ud ∈ L2(I ;L2(Ω)d) and w ∈ L2(Ω)d. The
domain Ω ⊂ Rd, d = 2, 3 is assumed to be polygo-
nal/polyhedral and convex. The optimality system for this
problem involves a Lagrange multiplies from the space of
regular Borel measures μ ∈ M([0, T ]), which affects the
regularity of the solution. We discretize the problem with
inf-sup stable finite elements in space and with a discon-
tinuous Galerkin method in time. For this discretization
we provide quasi-optimal error estimates for the state and
the control. The analysis is based on recently established
error estimates for the Stokes system.
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MS216

Maximal Monotonicity of Multi-marginal Subdif-
ferentials

Motivated by multi-marginal optimal transport, we discuss
the monotonicity of c-splitting sets, the multi-marginal ver-
sion of classical subdifferentials. A natural question under
investigation is whether maximal monotonicity of subdif-
ferentials still holds in the multi-marginal case for classical
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cost functions. We discuss recent progress in the study of
this problem.
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MS216

Extended Relative Interiors and Applications to
Convex Generalized Differentiation

It is well-known that the relative interior plays a crucial
role in many aspects of convex analysis and optimization
in finite dimension. This is the motivation for introducing
several notions of extended relative interiors in infinite di-
mensions. In this talk we will present a number of extended
relative interiors and discuss their relationships. We will
also present new results on using extended relative inte-
riors for developing convex generalized differentiation for
nonsmooth functions and set-valued mappings in infinite
dimensions.

Mau Nam Nguyen
Fariborz Maseeh Department of Mathematics and
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Portland State University
mnn3@pdx.edu

MS216

The Splitting Algorithms by Ryu, by Malitsky-
Tam, and by Campoy Applied to Normal Cones
of Linear Subspaces Converge Strongly to the Pro-
jection onto the Intersection

Finding a zero of a sum of maximally monotone opera-
tors is a fundamental problem in modern optimization and
nonsmooth analysis. Assuming that the resolvents of the
operators are available, this problem can be tackled with
the Douglas-Rachford algorithm. However, when dealing
with three or more operators, one must work in a prod-
uct space with as many factors as there are operators. In
groundbreaking recent work by Ryu and by Malitsky and
Tam, it was shown that the number of factors can be re-
duced by one. A similar reduction was achieved recently
by Campoy through a clever reformulation originally pro-
posed by Kruger. All three splitting methods guarantee
weak convergence to some solution of the underlying sum
problem; strong convergence holds in the presence of uni-
form monotonicity. In this paper, we provide a case study
when the operators involved are normal cone operators of
subspaces and the solution set is thus the intersection of
the subspaces. Even though these operators lack strict con-
vexity, we show that striking conclusions are available in
this case: strong (instead of weak) convergence and the so-
lution obtained is (not arbitrary but) the projection onto
the intersection. Numerical experiments to illustrate our
results are also provided.

Shambhavi Singh
University of British Columbia Okanagan
Canada
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MS217

Recursive McCormick Linearization of Multilinear
Programs

Linear programming (LP) relaxations are widely employed
in exact solution methods for multilinear programs (MLP).
One example is the family of Recursive McCormick Lin-
earization (RML) strategies, where bilinear products are
substituted for artificial variables, which deliver a relax-
ation of the original problem when introduced together
with concave and convex envelopes. In this work, we intro-
duce the first systematic approach for identifying RMLs,
in which we focus on the identification of linear relaxation
with a small number of artificial variables and with strong
LP bounds. We present a novel mechanism for represent-
ing all the possible RMLs, which we use to design an ex-
act mixed-integer programming (MIP) formulation for the
identification of minimum-size RMLs; we show that this
problem is NP-hard in general, whereas a special case is
fixed-parameter tractable. Moreover, we explore the struc-
tural properties of our formulation to derive an exact MIP
model that identifies RMLs of a given size with the best
possible relaxation bound. Our numerical results on a col-
lection of benchmark instances indicate that our algorithms
outperform the RML strategy implemented in state-of-the-
art global optimization solvers.
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MS217

Learning to Accelerate the Global Optimization of
Quadratically-Constrained Quadratic Programs

Many real-world applications involve the repeated solution
of the same underlying quadratically-constrained quadratic
program (QCQP) with slightly varying model parameters.
Examples include the pooling problem with varying in-
put qualities and the cost-efficient operation of the power
grid with varying loads and renewable sources. These
hard problems are solved using global optimization soft-
ware whose heuristics are tuned to work well on average
over a diverse test library and may perform sub-optimally
for instances from a specific application. We use ma-
chine learning (ML) to accelerate the guaranteed global
minimization of nonconvex QCQPs. Specifically, we con-
sider partitioning-based mixed-integer programming relax-
ations for nonconvex QCQPs and propose the problem
of strong partitioning to optimally partition variable do-
mains without sacrificing global optimality. We design a
local optimization method for solving this challenging max-
min strong partitioning problem and replace this expensive
benchmark strategy with an ML approximation for homo-
geneous families of QCQPs. We present a detailed compu-
tational study on randomly generated families of QCQPs
using the open-source global solver Alpine. Our numeri-
cal experiments demonstrate that strong partitioning and
its ML approximation significantly reduce Alpines solution
time by factors of 3.5 - 16.5 and 2 - 4.5 on average and
by maximum factors of 15 - 700 and 10 - 200, respectively,
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over the different QCQP families.
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MS217

A Novel Algorithm for Constructing Tight
Quadratic Underestimators for Global Optimiza-
tion

Global optimization algorithms extensively utilize polyhe-
dral outer approximations of convex relaxations to deter-
mine lower bounds. Noting recent improvements in algo-
rithms for solving quadratically constrained quadratic pro-
gramming problems, we introduce quadratic non-linearity
into outer approximation methods at the prospect of com-
puting tighter bounds. We present an algorithm to con-
struct quadratic outer approximators for twice differen-
tiable convex functions and non-convex difference of con-
vex functions. Using function and optimization problem
examples extracted from global optimization benchmark li-
braries, we demonstrate the quality of the quadratic under-
estimators and evaluate the root-node lower bounds they
provide.
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MS218

Sharp Bounds for Federated Averaging

Federated Averaging (FedAvg), also known as Local SGD,
is one of the most popular algorithms in Federated Learn-
ing (FL). In this work, we resolve the question of the con-
vergence rate of FedAvg in the most canonical setting (con-
vex and smooth objective, homogeneous distributions, and
bounded covariance). We provide a lower bound for Fe-
dAvg that matches the existing upper bound. Addition-
ally, we establish a lower bound in a heterogeneous setting
that nearly matches the existing upper bound. While our
lower bounds show the limitations of FedAvg, under an
additional assumption of third-order smoothness, we prove
more optimistic state-of-the-art convergence results in both
convex and non-convex settings. Our analysis stems from a

notion we call iterate bias, which is defined by the deviation
of the expectation of the SGD trajectory from the noiseless
gradient descent trajectory with the same initialization.
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MS218

Towards Optimal Communication Complexity in
Distributed Non-Convex Optimization

We study the problem of distributed stochastic non-convex
optimization with intermittent communication. We con-
sider the full participation setting where M machines work
in parallel over R communication rounds and the par-
tial participation setting where M machines are sampled
independently every round from some meta-distribution
over machines. We propose and analyze a new algorithm
that improves existing methods by requiring fewer and
lighter variance reduction operations. We also present
lower bounds, showing our algorithm is either optimal or
almost optimal in most settings. Numerical experiments
demonstrate the superior performance of our algorithm.
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MS218

Minibatch Vs Local Sgd with Shuffling: Tight Con-
vergence Bounds and Beyond

In distributed learning, local SGD (also known as feder-
ated averaging) and its simple baseline minibatch SGD are
widely studied optimization methods. Most existing analy-
ses of these methods assume independent and unbiased gra-
dient estimates obtained via with-replacement sampling.
In contrast, we study shuffling-based variants: minibatch
and local Random Reshuffling, which draw stochastic gra-
dients without replacement and are thus closer to practice.
For smooth functions satisfying the Polyak-Lojasiewicz
condition, we obtain convergence bounds (in the large
epoch regime) which show that these shuffling-based vari-
ants converge faster than their with-replacement counter-
parts. Moreover, we prove matching lower bounds showing
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that our convergence analysis is tight. Finally, we pro-
pose an algorithmic modification called synchronized shuf-
fling that leads to convergence rates faster than our lower
bounds in near-homogeneous settings.
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MS220

Neural networks with linear threshold activations:
structure and algorithms

In this talk I will present new results on neural networks
with linear threshold activation functions. The class of
functions that are representable by such neural networks
can be fully characterized, and two hidden layers are nec-
essary and sufficient to represent any function in the class.
This is a surprising result in the light of recent exact rep-
resentability investigations for neural networks using other
popular activation functions like rectified linear units. I
will discuss precise bounds on the sizes of the neural net-
work, and I present an algorithm to solve the empirical
risk minimization (ERM) problem to global optimality for
these neural networks with a fixed architecture. The algo-
rithms running time is polynomial in the size of the data
sample, if the input dimension and the size of the net-
work architecture are considered fixed constants. Finally
I will present a new type architecture, the shortcut linear
threshold networks, a strict superclass of the rectified lin-
ear units (ReLU) neural networks, which has several desir-
able theoretical properties. In particular, the ERM prob-
lem can also be solved to global optimality with a similar
algorithm. Joint work: Sammy Khalife, Hongyu Cheng,
Amitabh Basu
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MS220

Global Complexity Bound of a Proximal ADMM
for Linearly-Constrained Non-Separable Noncon-
vex Composite Programming

This talk presents a dampened proximal alternating di-
rection method of multipliers (DP.ADMM) for solv-
ing linearly-constrained nonconvex optimization problems
where the smooth part of the objective function is non-
separable. Each iteration of DP.ADMM consists of: (i) a
sequence of partial proximal augmented Lagrangian (AL)
updates, (ii) an under-relaxed Lagrange multiplier update,
and (iii) a novel test to check whether the penalty parame-
ter of the AL function should be updated. Under some mild

regularity conditions, we describe how DP.ADMM obtains
a first-order stationary point of the constrained problem in
O(ε−3) iterations for a given numerical tolerance ε > 0.
One of the main novelties of the method is that the con-
vergence of the method is obtained without requiring any
rank assumptions on the constraint matrices.
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MS220

Second-Order Convergence of an Affine Scaling
Polyhedral Active Set Algorithm (PASA)

Polyhedral Active Set Algorithm (PASA) provides an al-
gorithm framework based on active set strategies to solve
polyhedral constrained smooth nonlinear optimization. In
this talk, we will show how the second-order Hessian infor-
mation combined with affine-scaling techniques could be
used to accelerate the convergence speed as well as en-
sure the convergence to a second-order stationary point.
We will discuss these results from both theoretical conver-
gence and practical implementation point of view. Some
preliminary results show the second-order Hessian based
PASA has significant numerical performance improvement
over the original gradient-based PASA.
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MS221

A generalized conditional gradient method for dy-
namic inverse problems with optimal transport reg-
ularization

We present and discuss numerical algorithms for the so-
lution of dynamic inverse problems in which for each
time point, a time-dependent linear forward operator map-
ping the space of measures to a time-dependent Hilbert
space has to be inverted. These problems are regular-
ized with dynamic optimal-transport energies that base
on the continuity equation as well as convex functionals
of BenamouBrenier-type [ESAIM:M2AN 54(6):23512382,
2020]. For the purpose of deriving properties of the so-
lutions as well as numerical algorithms, we present spar-
sity results for general inverse problems that are connected
with the extremal points of the BenamouBrenier energy
subject to the continuity equation. For the latter, it
is proven that the extremal points are realized by point
masses moving along curves with Sobolev regularity [Bull.
LMS 53(5):14361452, 2021]. This result will be employed
in numerical optimization algorithms of generalized condi-
tional gradient type. We present instances of this algorithm
that are tailored towards dynamic inverse problems asso-
ciated with point tracking. Finally, the application and
numerical performance of the method is demonstrated for
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sparse dynamic superresolution [FOCM, 2022].
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MS221

Online Optimization for Dynamic Electrical
Impedance Tomography

Online optimization generally studies the convergence of
optimization methods as more data is introduced into the
problem; think of deep learning as more training samples
become available. We adapt the idea to dynamic inverse
problems that naturally evolve in time. We introduce an
improved primal-dual online method specifically suited to
these problems, and demonstrate its performance on dy-
namic monitoring of electrical impedance tomography.
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MS221

Centralized and Distributed Methods for Sparse
Time-Varying Optimization

Sparse optimization consists in learning models with a re-
duced number of parameters, through the solution of suit-
able optimization problems. In the last years, substantial
attention has been devoted to the tracking of time-varying
sparse models. This has widespread applications, ranging
from dynamic compressed sensing to parsimonious time-
varying system identification. In contrast to static sparse
optimization, tracking time-varying sparse systems calls
for fast optimization algorithms, that promptly detect and
identify time variations. For this purpose, centralized and
distributed iterative algorithms have been proposed and
analyzed in terms of dynamic regret, in an online learning
perspective. These methodologies have been developed for
convex sparse optimization problems, in particular for elas-
tic net regularized regression. However, more recent work
envisages also non-convex regularization, which in some
cases is more efficient to obtain sparse models. The goal of
this talk is to illustrate the state-of-the-art approaches to
sparse time-varying optimization, both in centralized and
distributed settings.

Sophie M. Fosson

Politecnico di Torino
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MS222

Facial Reduction for Semidefinite Relaxations of
Combinatorial Optimization Problems

We propose an efficient implementation of FR algorithms
for SDP relaxations of combinatorial optimization prob-
lems. Our innovative approach is to leverage the com-
binatorial and the polyhedral structures behind its SDP
relaxations. The key idea is that the feasible set of the
semidefinite program is a relaxation for the lifted feasi-
ble set of the associated problem. Thus, it is possible to
connect certain geometric properties between these feasi-
ble sets. Our strategy is to derive these relevant properties
from the underlying CO problem directly. As a result, this
allows us to facially reduce its semidefinite relaxation in a
more efficient and effective manner.
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Clemson University
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MS222

Semidefinite Relaxations for the Cutwidth Mini-
mization Problem

The Cutwidth Minimization Problem is a linear order-
ing problem on graphs, whose applications include natural
language processing, information retrieval, graph drawing,
and network migration scheduling. Finding the minimum
cutwidth of a graph is an NP-hard problem, for which sev-
eral heuristics and metaheuristics have been designed in
order to compute upper bounds. Regarding lower bounds,
integer linear programming models have been proposed,
some with very good results on sparse graphs. However,
even the best approaches see their performances decrease
with the density and the size of the instances. In this
talk, we introduce a new semidefinite relaxation for the
Cutwidth Minimization Problem and investigate ways to
efficiently strengthen it, using different sets of valid in-
equalities. We develop a cutting-plane algorithm based
on these improved semidefinite relaxations, allowing us to
significantly improve lower bounds for dense graphs. These
methods can then be used for other challenging problems
related to finding linear orderings minimizing other graph
parameters, such as the pathwidth or the bandwidth.
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MS222

Computing the Edge-Expansion using Semidefinite
Programming

The edge expansion is an NP-hard to compute graph con-
stant and gives us information about the connectivity of
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a graph. It is the minimum ratio of the number of edges
joining two sets and the size of the smaller set over all
possible non-trivial bipartitions of the vertices. The edge
expansion of a connected graph is small if there is a bottle-
neck between two large parts of the graph. Because of this
fact, it is for example used in clustering or network design.
There are some heuristics to find a bipartition, like the
well-known spectral clustering. This fractional optimiza-
tion problem does not fit into the typical setting like other
graph constants as the maximum cut which are NP-hard to
compute. We propose different strategies to compute the
edge expansion efficiently. One is to divide the problem
into subproblems of an easier-to-handle type. Another one
is to apply Dinkelbach’s algorithm for fractional program-
ming. Furthermore, we investigate the conjecture of Mihail
and Vazirani, stating that the edge epxansion of the graph
from a 0/1-polytope is at least 1, using our techniques.
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MS223

New Results for the Quadratic Assignment Prob-
lem

In this talk I build upon the work of Anstreicher, Goux,
Linderoth, and myself (2002) for solving large quadratic
assignment problems (QAPs). In particular, I highlight
elements of the research which still persist as important
trends in optimization even two decades later. We present
new branching techniques which provide advantages over
those used in previous approaches, and outline new ideas
for future progress on the QAP.
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MS223

Completely Positive Reformulations and Cutting
Plane Algorithms for Mixed Integer Quadratic
Programs

In seminal work, Burer proposed a reformulation of a 0-
1 integer program with a (nonconvex) quadratic objective
as a (convex) completely positive program (CPP), demon-
strating that under mild conditions, the optimal solution
to the convex program is a convex combination of optimal
solutions to the MIQP. Many authors, including Anstre-
icher, have proposed solving the convex dual of Burer’s re-
formulation using a cutting-plane approach that relies on
solving an NP-Hard optimization problem to find cutting

planes. We will show some connections between existing
approaches before proposing a new completely positive for-
mulation, where the cone arises from the completely pos-
itive cone of the nonnegative orthant intersected with a
lifting of the linear equalities. We discuss some potential
advantages of the new formulation, derive its dual cone,
and propose cutting-plane approaches for its solution. We
will present computational results comparing all formula-
tions and separation approaches on a variety of practical
instances.
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MS224

Learning Rate Grafting: Disentangling Adaptivity
from Learning Rate Schedules

In the empirical science of training large neural networks,
the learning rate schedule is a notoriously challenging-to-
tune hyperparameter, which can depend on all other prop-
erties (architecture, optimizer, batch size, dataset, regu-
larization, ...) of the problem. In this work, we probe the
entanglements between the optimizer and the learning rate
schedule. We propose the technique of optimizer grafting,
which allows for the transfer of the overall implicit step
size schedule from a tuned optimizer to a new optimizer,
preserving empirical performance. This provides a robust
plug-and-play baseline for optimizer comparisons, leading
to reductions to the computational cost of optimizer hy-
perparameter search. Using grafting, we discover a non-
adaptive learning rate correction to SGD which allows it
to train a BERT model to state-of-the-art performance.
Besides providing a resource-saving tool for practitioners,
the invariances discovered via grafting shed light on the
successes and failure modes of optimizers in deep learning.
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Google AI Princeton
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MS224

DoG Is SGD’s Best Friend

We develop an SGD variant that does not require learning-
rate tuning, which we call DoG. Theoretically, we prove
that DoG enjoys strong parameter-free convergence guar-
antees for stochastic quasar-convex optimization, as long
as its iterates stay bounded. Furthermore, we prove such
bounded iterate guarantee for a small modification of the
DoG iterates. Empirically, we show that DoG is competi-
tive with carefully-tuned SGD on multiple neural network
training tasks.
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MS224

Making SGD Parameter-Free

We develop an algorithm for parameter-free stochastic con-
vex optimization (SCO) whose rate of convergence is only
a double-logarithmic factor larger than the optimal rate
for the corresponding known-parameter setting. In con-
trast, the best previously known rates for parameter-free
SCO are based on online parameter-free regret bounds,
which contain unavoidable excess logarithmic terms com-
pared to their known-parameter counterparts. Our algo-
rithm is conceptually simple, has high-probability guaran-
tees, and is also partially adaptive to unknown gradient
norms, smoothness, and strong convexity. At the heart of
our results is a novel parameter-free certificate for SGD
step size choice, and a time-uniform concentration result
that assumes no a-priori bounds on SGD iterates.
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MS225

Discretization Methods in MINLP

We study mixed-integer programming (MIP) relaxation
techniques for the solution of nonconvex mixed-integer
quadratically constrained quadratic programs (MIQC-
QPs). We present two MIP relaxation methods for noncon-
vex continuous variable products that enhance existing ap-
proaches. One is based on a separable reformulation, while
the other extends the well-known MIP relaxation normal-
ized multiparametric disaggregation technique (NMDT).
In addition, we introduce a logarithmic MIP relaxation for
univariate quadratic terms, called ”sawtooth relaxation”.
We combine the latter with the separable reformulation
to derive MIP relaxations of MIQCQPs. We provide a
comprehensive theoretical analysis of these techniques, and
perform a broad computational study to demonstrate the
effectiveness of the enhanced MIP relaxations in terms pro-
ducing tight dual bounds for MIQCQPs.
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MS225

New Bounds for the Integer Carathodory Rank

Given a pointed rational n-dimensional cone C, the integer
Carathodory rank CR(C) is defined as the smallest integer
k such that any integer vector in C can be expressed as a
non-negative integer combination of at most k elements
from the Hilbert basis of C. Cook, Fonlupt and Schrijver
proved the bound CR(C) ≤ 2n−1, which Sebő was able to
improved by one. In this talk, I present new parametric and
asymptotic bounds. In particular in an asymptotic setting,
where we only considers ’most’ integer vectors in C, we are
able to improve the upper bound significantly. This talk is
based on joint work with I.Aliev, M.Henk, M.Hogan and
S.Kuhlmann.
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MS226

Efficient Importance Scenario Generation for Op-
timization with Rare Events

Scalable algorithmic approaches for solving optimization
formulations involving tail risks and rare events have re-
mained elusive, primarily due to the large number of sce-
narios needed to witness the relevant rare scenarios in the
corresponding scenario approximations. Attempts to alle-
viate this difficulty, via variance reduction or scenario ag-
gregation, typically suffer from being extremely specialised
to the optimization model and the distribution at hand.
In this talk, we exhibit an algorithmic procedure for gen-
erating importance scenarios which overcome these chal-
lenges by producing widely-applicable scenario approxima-
tions with low variance. The variance reduction is sub-
stantial enough to result in an exponential reduction in
the the number of scenarios needed for approximating ob-
jectives or constraints formulated in terms of rare events.
The challenge of selecting a suitable distribution for gen-
erating scenarios for scenario approximation is automated
here by means of a transformation that implicitly learns
and replicates the concentration properties observed in less
rare samples. The proposed procedure is the first to at-
tain asymptotically optimal variance reduction for a wide
variety of optimization objectives, including those mod-
eled with algorithmic feature-mapping tools such as ker-
nels, neural networks, etc.
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MS226

Combating the Curse of Circularity: Adaptive Im-
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portance Sampling for Rare-Event Optimization

In solving stochastic optimization problems that involve
rare events, running crude Monte Carlo can be pro-
hibitively inefficient. To address this issue, importance
sampling (IS) can be employed to drive down the sam-
pling error to a desirable level. However, selecting a good
IS requires knowledge of the solution to the problem at
hand, which is the goal to begin with and thus forms a
circular challenge. We investigate the use of adaptive IS to
untie this circularity. Our procedure sequentially updates
the IS to reach the optimal sampler and the optimal solu-
tion simultaneously, and can be embedded in both sample
average approximation and stochastic approximation-type
algorithms. Our theoretical analysis reveals that the result-
ing solution achieves, in a minimax sense, the best possible
asymptotic variance. We illustrate our effectiveness via nu-
merical experiments, and also discuss some connections to
rare-event gradient estimation and cross-entropy methods
if time permits.
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MS226

Automatic Outlier Removal and Detection via Op-
timal Transport

We consider the task of simultaneous optimal outlier re-
moval and supervised learning prediction of machine learn-
ing models. We propose an optimal transport-based formu-
lation for automatic outlier removal. Optimal transport
methods can be used to transfer mass from a probability
distribution (call it a source) into another distribution (re-
fer to as target). The source is typically the observed em-
pirical distribution and, in our case, the target is a model
which permits the best predictions when optimal trans-
port is used to rectify the data under a budget constraint.
This formulation enables the application of stochastic gra-
dient descent strategies to find optimal outlier removals.
We study global convergence algorithms for these types of
formulations.
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MS227

Manifold-Free Riemannian Optimization

Riemannian optimization is a principled framework for
solving optimization problems where the desired optimum
is constrained to a smooth manifold. Algorithms designed
in this framework usually require some geometrical de-
scription of the manifold, which typically includes tangent
spaces, retractions, and cost function gradients. However,
in many cases, only a subset (or none at all) of these el-
ements can be accessed due to a lack of information or
intractability. In this talk, we present a novel approach
that allows us to perform approximate Riemannian opti-
mization in such cases, where the constraining manifold is
a submanifold of Euclidean space. At the bare minimum,
our method requires only a noiseless sample set of the cost
function and the intrinsic dimension of the constraining
manifold. Using the samples, and utilizing the Manifold-
MLS framework for manifold learning [Sober and Levin,
Manifold Approximation by Moving Least-Squares Projec-
tion (MMLS), 2020] and for approximation of functions
over manifolds [Sober, Aizenbud, and Levin, Approxima-
tion of functions over manifolds: A Moving Least-Squares
approach, 2021], we construct approximations of the miss-
ing components allowing zero-order optimization with re-
spect to the cost function and the constraints. We an-
alyze the global convergence of a Riemannian gradient-
based method based on our approximations and empiri-
cally demonstrate the strength of this method.

Boris Shustin
Tel Aviv University
Israel
borisshy@mail.tau.ac.il

Haim Avron
Tel Aviv University
haimav@tauex.tau.ac.il

Barak Sober
Hebrew University of Jerusalem, Israel
Barak.Sober@mail.huji.ac.il

MS227

Continuation Methods for Riemannian Optimiza-
tion

Numerical continuation in the context of optimization can
be used to mitigate convergence issues due to a poor ini-
tial guess. In this work, we extend this idea to Rieman-
nian optimization problems, that is, the minimization of a
target function on a Riemannian manifold. For this pur-
pose, a suitable homotopy is constructed between the orig-
inal problem and a problem that admits an easy solution.
We develop and analyze a path-following numerical con-
tinuation algorithm on manifolds for solving the resulting
parameter-dependent problem. To illustrate our develop-
ments, we consider two typical applications of Riemannian
optimization: the computation of the Karcher mean and
low-rank matrix completion. We demonstrate that numer-
ical continuation can yield improvements for challenging
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instances of both problems.

Axel Séguin
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MS227

Gauss-Southwell type descent methods for low-
rank matrix optimization

We consider gradient-related methods for low-rank matrix
optimization with a smooth strongly convex cost function.
The methods operate on single factors and share aspects of
both alternating and Riemannian optimization. We com-
pare two possible choices for the search directions based on
Gauss-Southwell type selection rules: one using the gradi-
ent of a factorized non-convex formulation, the other using
the Riemannian gradient. Both methods provide conver-
gence guarantees for the gradient that are analogous to the
unconstrained case.
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MS228

Sparsity-Based Nonlinear Reconstruction of Opti-
cal Parameters in Two-Photon Photoacoustic Com-
puted Tomography

We present a new nonlinear optimization approach for the
sparse reconstruction of single-photon absorption and two-
photon absorption coefficients in the photoacoustic com-
puted tomography (PACT). This framework comprises of
minimizing an objective functional involving a least squares
fit of the interior pressure field data corresponding to two
boundary source functions, where the absorption coeffi-
cients and the photon density are related through a semi-
linear elliptic partial differential equation (PDE) arising
in photoacoustic tomography. Further, the objective func-
tional consists of an L1 regularization term that promotes
sparsity patterns in absorption coefficients. The motiva-
tion for this framework primarily comes from some re-
cent works related to solving inverse problems in acousto-
electric tomography and current density impedance tomog-
raphy. We provide a new proof of existence and uniqueness
of a solution to the semi-linear PDE. Further, a proximal
method, involving a Picard solver for the semi-linear PDE
and its adjoint, is used to solve the optimization problem.
Several numerical experiments are presented to demon-

strate the effectiveness of the proposed framework.
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Unifying Branch-and-Bound Approaches to Solve
�0-Penalized Problems

L0-penalized problems can be addressed using Branch-and-
Bound approaches at the cost of a slight perturbation of
the problem. More precisely, this perturbation allows con-
structing bounded relaxations at each node of the Branch-
and-Bound tree. It is often a Big-M constraint or an ad-
ditional Ridge penalty. So far, Branch-and-Bound algo-
rithms were developed depending on the chosen pertur-
bation. In this presentation, we present new theoretical
results allowing to devise a generic Branch-and-Bound al-
gorithm with only mild assumptions on the perturbation
choice. This may lead to other perturbation strategies that
have not yet been explored. In addition, we show how ac-
celeration procedures recently proposed for special choices
of perturbation can be generalized to our more generic
framework. We illustrate our presentation with examples
and numerical experiments.
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Relaxation Approaches for Nonlinear Sparse Opti-
mization Problems

Recently, applications such as compressed sensing, image
and signal processing, machine learning , but also economic
applications such as sparse portfolio selection ask for lower
dimensional (sparse) solutions of high dimensional opti-
mization problems. Hence, there is an increasing interest in
structured (sparse) solutions of linear and nonlinear opti-
mization problems. One way to induce such sparse optimal
solutions is to add a suitable (penalty) term to the objec-
tive function. In this talk, we will consider nonlinear opti-
mization problems that involve an �0-norm term to induce
sparsity of the solution vector. We will discuss reformu-
lations based on complementarity type constraints which
will further be used to define constraint qualifications and
optimality conditions for the nonlinear sparse optimization
problems. Next, we present suitable relaxation approaches
and analyze their convergence properties. Finally, we finish
the talk with some preliminary numerical test that compare
the different approaches based on our reformulations.
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Modeling the Collapsed k-Core Problem via Bilevel
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Programming

In social network analysis, the size of the k-core, i.e., the
maximal induced subgraph of the network with minimum
degree at least k, is frequently adopted as a typical metric
to evaluate the cohesiveness of a community. In this talk,
we focus on the Collapsed k-Core Problem, which seeks to
find a subset of b users, namely the most critical users of
the network, the removal of which results in the smallest
possible k-core. On the one hand, we model the Collapsed
k-Core Problem as a natural deletion-round-indexed Inte-
ger Linear formulation. On the other hand, we provide two
bilevel programs for the problem, which differ in the way
in which the k-core identification problem is formulated at
the lower level, as well as in the solution approach. The
performances of the proposed formulations are compared
on a set of instances generated from several network data
sets available in the literature. We further compare our
approaches with the an existing state-of-the-art solver for
mixed-integer bilevel problems (Fischetti et al. ”A New
General-Purpose Algorithm for Mixed-Integer Bilevel Lin-
ear Programs”, Operations Research, 2017).
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MS229

Poisoning Attacks Against Linear Regression Mod-
els with Categorical Variables: a Mixed-Integer
Nonlinear Bilevel Optimization Approach

Machine Learning (ML) models have become a very pow-
erful tool to extract information from large datasets and
use it to make predictions and automated decisions. How-
ever, ML models can be vulnerable to external attacks,
causing them to underperform or to deviate from their ex-
pected task. It is possible to anticipate and prepare for
such events by designing strong attacks, which are later
used for creating and testing defence strategies. One way
to attack ML models is by injecting them with poisoning
data to mislead the algorithm during the training phase.
These problems are usually solved using gradient-based
methods that do not optimize discrete categorical vari-
ables. We present a poisoning attack for a ridge regression
model containing both numerical and categorical variables
that explicitly models and optimizes categorical variables.
We formulate the problem as a bilevel optimization prob-
lem that is quadratic mixed-integer on the upper-level and
unconstrained quadratic on the lower-level (MIQP-QP).
We reformulate this problem using the KarushKuhnTucker
(KKT) conditions of the lower level, resulting in a mixed-

integer nonlinear problem (MINLP). We then use sensitiv-
ity analysis of linear regression to perform bound tighten-
ing of bilinear terms. Then, the model is solved using a
nonlinear optimization solver. This presentation outlines
the mathematical formulation of the problem, the proposed
bound tightening procedure, and presents computational
experiments.
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MS229

A Rank-Based Reward Between a Principal and a
Field of Agents: Application to Energy Savings

We consider a problem where a Principal aims to design a
reward function to a field of agents (heterogeneous popu-
lation). We focus on a specific type of reward: the agents
compete with each other through their rank within the
population in order to obtain the best reward. We first
explicit the equilibrium for the mean-field game played by
the agents, and then characterize the optimal reward in the
homogeneous setting. For more general case, we develop
a numerical approach, which we apply to our case study:
the market of Energy Saving Certificates.
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MS230

Learned Robust Pca: A Scalable Deep Unfolding
Approach for High-Dimensional Outlier Detection

Robust principal component analysis (RPCA) is a critical
tool in modern machine learning, which detects outliers
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in the task of low-rank matrix reconstruction. In this pa-
per, we propose a scalable and learnable non-convex ap-
proach for high-dimensional RPCA problems, which we
call Learned Robust PCA (LRPCA). LRPCA is highly ef-
ficient, and its free parameters can be effectively learned
to optimize via deep unfolding. Moreover, we extend deep
unfolding from finite iterations to infinite iterations via a
novel feedforward-recurrent-mixed neural network model.
We establish the recovery guarantee of LRPCA under
mild assumptions for RPCA. Numerical experiments show
that LRPCA outperforms the state-of-the-art RPCA algo-
rithms, such as ScaledGD and AltProj, on both synthetic
datasets and real-world applications.
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A Journey Through Algorithm Unrolling for Un-
supervised Inverse Problems

Inverse problems are ubiquitous in observational science
such as imaging, neurosciences or astrophysics. They con-
sist in recovering a signal given noisy observations through
a measurement operator. To solve such problems, Machine
learning approaches have been proposed based on algo-
rithm unrolling. With such techniques, classical optimiza-
tion algorithms used to solve inverse problems can be seen
as differentiable procedure with parameters that can be
learned. In this talk, I will focus on the understudied case
where no ground truth is available for the problem, i.e., the
signal itself can never be observed, only its measurememts.
First, I will present results that aim at understanding what
unrolled algorithms learn when used to solve an optimiza-
tion problem. In particular, results from [Ablin et al., 2019,
Learning step sizes for unfolded sparse coding] show that
learned algorithms cannot go faster than the original al-
gorithm assymptotically, only improve the first iterations.
This shows that unrolling should mostly be used with low
number of iterations. Then, I will show how algorithm
unrolling can be used in conjonction with dictionaries to
learn a data-driven structure on the inverse problem solu-
tion. For this problem also, we show in [Malzieux et al.,
2022, Understanding approximate and unrolled dictionary
learning for pattern recovery] that using a few unrolled it-
erations can provide benefit for learning dictionary while
too many iterations can be harmful.
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MS230

Structured Learning for Safe and Efficient Opera-
tion of Energy Systems

The optimal power flow (OPF) problem is a fundamental
problem in power systems operations and planning. With
high penetration of uncertain renewable resources in power
systems, DCOPF needs to be solved repeatedly for a large
amount of scenarios, which can be computationally chal-
lenging. As an alternative to iterative solvers, neural net-

works are often trained and used to solve OPF. These ap-
proaches can offer orders of magnitude reduction in com-
putational time. A central challenge is to ensure that the
learned solutions are feasible. Using the geometry of the
optimization problem and by designing a clever filtering
layer, we show how to guaranteed feasibly of a linearized
version of the OPF problem without projections.
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MS231

The Power of Adaptivity for Stochastic Submodu-
lar Cover

We study the stochastic submodular cover problem, where
one needs to select a subset of stochastic items to cover a
submodular function at minimum expected cost. Solutions
in this setting correspond to sequential decision processes
that select items one by one adaptively, depending on prior
observations. While such adaptive solutions achieve the
best objective, they are inherently sequential, which is un-
desirable in many applications. We show how to obtain
solutions that approximate fully-adaptive solutions using
only a few rounds of adaptivity. We study both inde-
pendent and correlated settings, proving smooth tradeoffs
between the number of adaptive rounds and the solution
quality. We also present experimental results demonstrat-
ing that a few rounds of adaptivity suffice to obtain high-
quality solutions in practice.
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MS231

Optimization with Explorable Uncertainty

In the traditional frameworks for optimization under un-
certainty, an algorithm has to accept the incompleteness
of input data. Clearly, more information or even knowing
the exact data would allow for significantly better solu-
tions. How much more information suffices for obtaining
a certain solution quality? Which information shall be re-
trieved? Explorable uncertainty refers to settings where
certain numerical input parameters are initially unknown,
but can be obtained at a certain cost by using queries. An
algorithm can make queries (adaptively) until it has ob-
tained sufficient information to solve a given problem. The
challenge lies in balancing the cost for querying and the
impact on the solution quality. In this talk, I will give a
short overview on recent work on explorable uncertainty
for problems such as finding a minimum spanning tree in
a graph of uncertain edge cost, selecting the minimum in
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a set of unknown values and finding a subset of minimum
total value. I will discuss both, an adversarial online model
and a stochastic model for revealing the true value.
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MS231

When Matching Meets Batching: Optimal Multi-
Stage Algorithms and Applications

In several applications of real-time matching of demand
to supply in online marketplaces — for example matching
delivery requests to dispatching centers in Amazon or al-
locating video-ads to users in YouTube — the platform al-
lows for some latency (or there is an inherent allowance for
latency) in order to batch the demand and improve the ef-
ficiency of the resulting matching. Motivated by these sce-
narios, I investigate the optimal trade-off between batching
and inefficiency in the context of designing robust online al-
locations in this talk. In particular, I consider K-stage vari-
ants of the classic vertex weighted bipartite b-matching and
AdWords problems in the adversarial setting, where online
vertices arrive stage-wise and in K batchesin contrast to
online arrival. Our main result for both problems is an op-
timal (1−(1−1/K)K )-competitive competitive (fractional)
matching algorithm, improving the classic (1 − 1/e) com-
petitive ratio bound known for the online variants of these
problems (Mehta et al., 2007; Aggarwal et al., 2011). Our
main technique at high-level is developing algorithmic tools
to vary the trade-off between “greedyness” and “hedging”
of the matching algorithm across stages. We rely on a
particular family of convex-programming based matchings
that distribute the demand in a specifically balanced way
among supply in different stages, while carefully modifying
the balancedness of the resulting matching across stages.
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MS232

Towards a First-Order Algorithmic Framework for
Wasserstein Distributionally Robust Risk Mini-
mization

Wasserstein distance-based distributionally robust opti-
mization (DRO) has received much attention lately due
to its ability to provide a robustness interpretation of var-
ious learning models. In recent years, it has been shown
that various DRO formulations of learning models admit
tractable convex reformulations. However, most existing
works propose to solve these convex reformulations by stan-
dard off-the-shelf solvers (e.g., IPOPT, MOSEK). Never-
theless, these solvers often rely on general-purpose interior-
point or nonlinear programming based methods, which do
not scale well with problem size. Such a state of affairs
severely limits the applicability of the DRO approach in
large-scale settings. On the other hand, there are very few
works that attempt to develop fast iterative methods to
solve these DRO problems, which typically possess com-
plicated structures. In this talk, we take a first step to-

wards resolving the above difficulty by developing a first-
order algorithmic framework for tackling a class of Wasser-
stein distance-based distributionally robust risk minimiza-
tion problems in machine learning. To ensure the efficiency,
the hidden structures in the equivalent finite convex or-
mulation are carefully identified, splitted and exploited.
Thus, the updates can be computed in a highly effective
manner. Finally, we show extensive experiments on both
synthetic and real-world datasets that our methods are or-
ders of magnitude faster than the state-of-the-art solver.
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MS232

A Stochastic Conjugate Subgradient Algorithm for
Nonsmooth Optimization Problems

Stochastic Programming (SP) focuses on solving optimiza-
tion problems with uncertainty described by random vari-
ables. While first-order methods dominate the field be-
cause of their low computational requirements in any one
iteration, higher-order methods can provide faster conver-
gence rate especially through coordinated choice between
successive directions and step-size. In this presentation,
we propose a stochastic algorithm which will accommo-
date conjugate subgradients of non-smooth functions lead-
ing to only marginally more computations per iteration
while providing faster descent. This method also preserves
the decomposition of subgradients by data points, as is
common in SP. This approach combining conjugate direc-
tions with subgradients leads to an algorithm which goes
beyond first order approximations. The convergence re-
sult can be established, and our experiments reveal that
the new algorithm converges faster than classic first order
method.
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MS232

On Computational and Statistical Challenges of
Solving Nonconvex Minimax Optimization Prob-
lems

This talk studies the computational and statistical chal-
lenges of adversarial learning through solving min-max op-
timization problems. In the first part, we focus on the
computational challenges. While many algorithms are de-
veloped for solving min-max optimization problems, many
of them involve multiple loop iterations. Consequently,
they are challenging to implement in practice. We fo-
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cus on single-loop algorithms and discuss smoothed gra-
dient descent-ascent (smoothed GDA) for solving noncon-
vex minimax problems. With a novel proximal-primal-
dual analysis, we prove that our algorithm converges for
nonconvex-concave problems with O(∞/��) iteration com-
plexity and achieves the benchmark iteration complexity
O(∞/�∈) for minimizing a pointwise maximum of a class
of nonconvex functions. In the second part, we focus on
the generalization bound analysis of algorithms for solv-
ing stochastic min-max optimization problems. We discuss
appropriateness of metrics to derive generalization bounds
under. The generalization bounds are used to analyze algo-
rithms for adversarial training and generative adversarial
networks (GAN). For adversarial training, we develop a
new algorithm called smoothed GDMAX, which improves
the generalization bound by introducing a novel smooth-
ing technique to GDMAX (a novel variation of a technique
used before). For GAN training, we study why gradient
descent-ascent is better than the GDMAX algorithms in
practice.
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MS233

Revisiting Spectral Bundle Methods: Primal-Dual
(Sub)linear Convergence Rates

The spectral bundle method proposed by Helmberg and
Rendl is well-established for solving large-scale semidefinite
programs (SDP) thanks to its low per iteration computa-
tional complexity and strong practical performance. In this
talk, we revisit this classic method showing it achieves sub-
linear convergence rates in terms of both primal and dual
SDPs under merely strong duality, complementing previ-
ous guarantees on primal-dual convergence. Moreover, we
show the method speeds up to linear convergence if (1)
structurally, the SDP admits strict complementarity, and
(2) algorithmically, the bundle method captures the rank of
the optimal solutions. Such complementary and low rank
structure is prevalent in many modern and classical appli-
cations. The linear convergent result is established via an
eigenvalue approximation lemma which might be of inde-
pendent interest. Numerically, we confirm our theoretical
findings that the spectral bundle method, for modern and
classical applications, speeds up under these conditions.
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MS233

Memory-Efficient Approximation Algorithm for
Max-Cut, Max-K-Cut and Correlation Clustering

Semidefinite programs (SDPs) are a special class of convex
optimization problems that have a wide range of applica-
tions in areas such as control theory, statistical modeling,
and combinatorial optimization. We discuss three funda-
mental graph partitioning problems Max-Cut, Max-k-Cut,
and the Max-Agree variant of correlation clustering. Given
a graph G = (V,E), Max-k-Cut aims to divide the nodes
into k partitions such that the weight of the edges crossing
the partitions is maximized. Max-Cut is a special case of
Max-k-Cut with k = 2. While Max-Agree requires addi-
tional information about the ’similarity’ of ’dissimilarity’
of each pair of nodes (i, j) ∈ E and seeks to cluster the
nodes of the graph such that the sum of the ’similar’ edges
within the cluster and ’dissimilar’ edges across the clusters
is maximized. For large-scale instances of problems, the
memory required to solve SDPs becomes a key computa-
tional bottleneck. We discuss the application of a recent
Gaussian sampling-based technique to the three combina-
torial optimization problems. We show that by applying
our approach to the three problems, we achieve nearly the
same approximation guarantees as the best-known results,
while the memory used by our method (in addition to the
memory required to store the problem instance) is O(|V |)
for Max-Cut and O(|V | + |E|) for Max-k-Cut and Max-
Agree that uses O(|V |+ |E|).
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MS233

Accelerated First-Order Methods for a Class of
Semidefinite Programs

We discuss a new storage-optimal first-order method for
solving a special class of semidefinite programs (SDPs) to
high accuracy. The class of SDPs that we consider, the ex-
act QMP-like SDPs is characterized by low-rank solutions,
a priori knowledge of the restriction of the SDP solution
to a small subspace, and standard regularity assumptions
such as strict complementarity. Crucially, we show how to
use a certificate of strict complementarity to construct a
low-dimensional strongly convex minimax problem whose
optimizer coincides with a factorization of the SDP opti-
mizer. From an algorithmic standpoint, we show how to
construct the necessary certificate and how to solve the
minimax problem efficiently. Based on joint work with
Fatma Kilin-Karzan
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Approximating Hessians

In this talk, how to approximate a full or partial Hessian
using a set of sample points is discussed. Error bounds
are presented. These error bounds provide information on
how to choose the set of sample points to obtain a certain
degree of accuracy for some, or all entries of a Hessian.
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MS234

SOLAR: A solar thermal power plant simulator for
blackbox optimization benchmarking

This work presents SOLAR, a collection of optimization
problems provided as a benchmarking tool for blackbox op-
timization solvers. Each problem optimizes the design of a
concentrated solar power plant defined as a blackbox nu-
merical model. The type of variables, dimensionality, and
number and type of constraints are different across prob-
lems. Optimization may be single or biobjective. The so-
lar plant model considers several subsystems: a heliostats
field, a central cavity receiver, a molten salt thermal en-
ergy storage, a steam generator and an idealized power
block. Benchmark optimization results are provided using
the NOMAD software package.
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Derivative-Free Variance-Reduced Jacobian
Sketching

We consider the setting of derivative-free finite-sum mini-
mization. Motivated in particular by problems in nuclear
model calibration, we suppose that each summand func-
tion is computationally expensive, and that moreover, the
summand functions can be evaluated independently. In
this setting, we propose and demonstrate a novel method
inspired by variance reduction methods in machine learn-
ing; such a method permits us to more judiciously select
a subset of summand functions to model on each itera-
tion according to a particular probability distribution. We
then combine this methodology with sketching methods,
enabling judicious sketches of (a model of) the problem
Jacobian. Numerical results demonstrating the efficiency

of our Jacobian sketching method will be presented.
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MS235

Accelerated Gradient Algorithm with Dry-like
Friction and Nonmonotone Line Search for Non-
convex Optimization Problems

In this work, we propose an accelerated gradient algorithm
for the problem of minimizing a differentiable (possibly
nonconvex) function in Hilbert spaces. We first extend the
dry friction property for convex functions to what we call a
dry-like friction property in a nonconvex setting, and then
employ a line search technique to adaptively update param-
eters at each iteration. Depending on the choice of param-
eters, the proposed algorithm exhibits subsequential con-
vergence to a critical point or full sequential convergence to
an “approximate’ critical point of the objective function.
We also establish the full sequential convergence to a criti-
cal point under the Kurdyka-Lojasiewicz (KL) property of
a merit function. Thanks to the parameters’ flexibility, our
algorithm can reduce to a number of existing inertial gradi-
ent algorithms with Hessian damping and dry friction. By
exploiting variational properties of the Moreau envelope,
the proposed algorithm is adapted to address weakly con-
vex nonsmooth optimization problems. In particular, we
extend the result on KL exponent for the Moreau envelope
of a convex KL function to a broad class of KL functions
that are not necessarily convex nor continuous.
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Higher Order Dynamical Systems for Monotone In-
clusion and Variational Inequalities

We consider a third order dynamical system for finding a
zero of the sum of two generalized monotone operators.
Under standard conditions, we prove the existence and
uniqueness of strong global solution of the proposed dy-
namical systems. The global exponential convergence of
the trajectories is established under strong monotonicity
of the sum and Lipschitz continuity of the single valued
operator. Discrete version of the proposed dynamical sys-
tem leads to a relaxed forward-backward algorithms with
double momentum and the linear convergence is obtained
under suitable conditions on parameters. We also discuss
the application of the obtained results to strongly pseudo-
monotone variational inequality.

Vuong Phan
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MS236

Benefits of Attention Mechanism for Context-
aware Learning

Prompt-tuning is an emerging strategy to adapt large lan-
guage models (LLM) to downstream tasks by learning a
(soft-)prompt parameter from data. Despite its success
in LLMs, there is limited theoretical understanding of the
power of prompt-tuning and the role of the attention mech-
anism in prompting. In this talk, we explore prompt-
tuning for one-layer attention architectures and study con-
textual mixture-models where each input token belongs to
a context-relevant or -irrelevant set. We isolate the role of
prompt-tuning through a self-contained prompt-attention
model. Our contributions are as follows: (1) We show that
softmax-prompt-attention is provably more expressive than
softmax-self-attention and linear-prompt-attention under
our contextual data model. (2) We analyze the initial
trajectory of gradient descent and show that it learns
the prompt and prediction head with near-optimal sam-
ple complexity and demonstrate how prompt can provably
attend to sparse context-relevant tokens. (3) Assuming a
known prompt but an unknown prediction head, we char-
acterize the exact finite sample performance of prompt-
attention which reveals the fundamental performance lim-
its and the precise benefit of the context information. We
also provide experiments that verify our theoretical insights
on real datasets and demonstrate how prompt-tuning en-
ables the model to attend to context-relevant information.
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MS237

Trade-off among Infeasibility, Efficiency and Accu-
racy for Gromov-Wasserstein Computation

In this talk, we study the design and analysis of a class of
efficient algorithms for computing the Gromov-Wasserstein
(GW) distance tailored to large-scale graph learning tasks.
Armed with the Luo-Tseng error bound condition, two pro-
posed algorithms, called Bregman Alternating Projected
Gradient (BAPG) and hybrid Bregman Proximal Gradi-
ent (hBPG) enjoy the convergence guarantees. Upon task-
specific properties, our analysis further provides novel the-
oretical insights to guide how to select the best-fit method.
As a result, we are able to provide comprehensive experi-
ments to validate the effectiveness of our methods on a host
of tasks, including graph alignment, graph partition, and
shape matching. In terms of both wall-clock time and mod-
eling performance, the proposed methods achieve state-of-
the-art results.
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MS237

Communication-Efficient Second-Order Optimiza-
tion Methods

Developing scalable second-order optimization methods
for machine learning has become increasingly important
with the need to accurately process the nearly limitless
quantity of data generated from applications such as sen-
sor networks, social media, and computational science.
Second-order optimization methods can potentially pro-
vide stronger convergence guarantees compared to the first-
order variants, however, they are not widely used in prac-
tice due to excessive data communication. Communica-
tion, i.e. the cost of moving data in the memory hierarchy
of a single processor or processors over a network, is expen-
sive and its costs already greatly exceed arithmetic costs,
and the gap is growing over time following technological
trends. In this talk, I will present examples of how sec-
ond order optimization methods are reformulated and their
implementations optimized to be communication-efficient.
As a result the methods are more scalable and practical for
applications such as in machine learning.
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Nonconvex and Combinatorial Optimization for
Clustering

This talk is devoted to optimization problems arising from
data clustering. We first study the scenario where the
data come from a mixture of two Gaussians that share
a common but unknown covariance matrix. We derive a
Max-Cut program based on maximum likelihood estima-
tion and prove its optimal statistical accuracy and sample
complexity. We also prove the sub-optimal sample com-
plexity of sum-of-square relaxations, depicting a statistical-
computational trade-off. Finally, we achieve the best of
both worlds in a slightly perturbed version of the problem
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where the Gaussian distribution is changed to a leptokurtic
elliptical distribution. The key is constructing an objective
function for clustering with a benign landscape: all local
minima are statistically optimal, and all saddle points are
strict.
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MS238

Cell Tracking Using Uncertainty Quantification For
the Radiative Transfer Equation

We are interested in cell tracking using radiative transfer
equation. This problem will be formulated as regularized
optimal control problem with respect to a possibly high-
dimensional partial differential equations. The equation
may include uncertainty in the geometry as well as possible
sparse controls. Approximation methods using gPC and/or
moment methods in the angular direction will be applied.
Numerical results will be shown.
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Multilevel Diffusion: Infinite Dimensional Score-
Based Diffusion Models for Image Generation

Score-based diffusion models (SBDM) have recently
emerged as state-of-the-art approaches for image genera-
tion. Existing SBDMs are typically formulated in a finite-
dimensional setting, where images are considered as tensors
of a finite size. This papers develops SBDMs in the infinite-
dimensional setting, that is, we model the training data
as functions supported on a rectangular domain. Besides
the quest for generating images at ever higher resolution
our primary motivation is to create a well-posed infinite-
dimensional learning problem so that we can discretize
it consistently on multiple resolution levels. We thereby
hope to obtain diffusion models that generalize across dif-
ferent resolution levels and improve the efficiency of the
training process. We demonstrate how to overcome the
shortcomings of current SBDM approaches in the infinite-
dimensional setting.
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Distributed Gradient Tracking Methods for Com-
puting the Best Nash Equilibrium

In noncooperative Nash games, equilibria are known to be
inefficient. This is exemplified by the Prisoner’s Dilemma
and was provably shown in the 1980s. Since then, un-
derstanding the quality of Nash equilibrium (NE) received
considerable attention, leading to the emergence of ineffi-
ciency measures including Price of Anarchy and Price of
Stability. Of these, the latter is characterized in terms
of the best NE. Traditionally, computing the best NE is
done through two-loop schemes that are criticized by their
computational inefficiency and lack of provable guarantees.
Our goal lies in the development of amongst the first single-
timescale distributed optimization methods over networks
for computing the best NE. The main contributions are as
follows. Employing a regularization-based relaxation ap-
proach and distributed gradient tracking techniques, we
devise two iteratively regularized gradient tracking algo-
rithms. The first method addresses computing the best NE
over directed networks, while the second method addresses
a stochastic variant of this problem over undirected net-
works. For both methods, we establish the consensus and
derive new convergence rate statements for suboptimality
(relative to the Tikhonov trajectory) and consensus vio-
lation of the generated iterates. We provide preliminary
numerical results on a networked Nash-Cournot game as
well as a traffic equilibrium model where we compare the
performance of the proposed methods with that of other
few existing methods.
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Making Continuous Functions Lipschitz

Let 〈X, τ 〉 be a metrizable topological space and let 〈Y, ρ〉
be a metric space. Let Ω be a family of bounded contin-
uous functions from X to Y . We show that the family
is Lipschitzian with respect to some compatible metric on
X if and only if the family can be written as a countable
union of pointwise equicontinuous subfamilies. From this,
we easily characterize those families of continuous func-
tions between metrizable spaces that are Lipschitzian with
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respect to appropriately chosen metrics on the domain and
target space.
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MS239

Quasidensity, maximal monotonicity locally and lo-
cal maximal monotonicity

Let E be a nonzero real Banach space. ‘Quasidensity’ is a
concept that can be applied to subsets of E×E∗ (or equiv-
alently to multifunctions from E into E∗). Every closed
quasidense monotone set is maximally monotone, but there
exist maximally monotone sets that are not quasidense.
The subdifferential of a proper, convex lower semicontinu-
ous function on E is quasidense. The subdifferentials of
certain nonconvex functions are also quasidense. (This
follows from joint work with Xianfu Wang.) The closed
monotone quasidense sets satisfy a sum theorem and a dual
sum theorem. We know of ten conditions equivalent to the
statement that a closed monotone set be quasidense, but
quasidensity seems to be the only one of the ten that ex-
tends easily to nonmonotone sets. We also discuss multi-
functions of ‘type (FPV)’ = ‘maximal monotone locally’
and ‘type (FP)’ = ‘locally maximal monotone’.
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Uniformly Monotone Operators on bounded Sets

Properties of monotone operators that are uniformly mono-
tone on bounded sets will be examined. In particular, self-
dual properties of these operators that parallel the convex
function case are established using the reflected resolvent.
The self-dual properties tie closely with classes of nonex-
pansive mappings that possess nice fixed point properties,
in particular, natural generalizations of contractive map-
pings and strongly nonexpansive mappings are central to
the self-dual properties.
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MS240

Global Optimization Using Maching Learning

Many approaches for addressing Global Optimization prob-

lems typically rely on relaxations of nonlinear constraints
over specific mathematical primitives. This is restricting in
applications with constraints that are black-box, implicit
or consist of more general primitives. Trying to address
such limitations, Bertsimas and Ozturk (2022) proposed
OCTHaGOn as a way of solving black-box global opti-
mization problems by approximating the nonlinear con-
straints using hyperplane-based Decision-Trees and then
using those trees to construct a unified MIO approximation
of the original problem. We provide significant extensions
to this approach, by (i) approximating the original problem
using a much richer family of MIO-representable ML mod-
els besides Decision Trees, (ii) proposing adaptive sampling
procedures for more accurate ML-based constraint approx-
imations, (iii) utilizing robust optimization to account for
the uncertainty of the sample-dependent training of the
ML models and (iv) leveraging a family of relaxations to
address the infeasibilities of the final MIO approximation.
We show the improvements resulting from those enhance-
ments through a wide range of Global Optimization bench-
marks. We demonstrate the promise of the enhanced ap-
proach in finding globally optimal solutions, and compare
it with well-established global optimizers such as BARON.
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An Extension of the Reformulation-Linearization
Technique to Nonlinear Optimization

We introduce a novel Reformulation-Perspectification
Technique (RPT) to obtain convex approximations of non-
convex continuous optimization problems. RPT consists
of two steps, those are, a reformulation step and a per-
spectification step. The reformulation step generates re-
dundant nonconvex constraints from pairwise multiplica-
tion of the existing constraints. The perspectification step
then convexifies the nonconvex components by using per-
spective functions. The proposed RPT extends the exist-
ing Reformulation-Linearization Technique (RLT) in two
ways. First, it can multiply constraints that are not linear
or not quadratic, and thereby obtain tighter approxima-
tions than RLT. Second, it can also handle more types of
nonconvexity than RLT. We demonstrate the applicabil-
ity of RPT by extensively analyzing all 15 possibilities of
pairwise multiplication of the five basic cone constraints
(linear cone, second-order cone, power cone, exponential
cone, semi-definite cone). We show that many well-known
RLT based results can also be obtained and extended by
applying RPT. Numerical experiments on dike height opti-
mization and convex maximization problems demonstrate
the effectiveness of the proposed approach.
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MS241

Escaping Saddle Points with Compressed Sgd

Stochastic gradient descent (SGD) is a prevalent optimiza-
tion technique for large-scale distributed machine learning.
While SGD computation can be efficiently divided between
multiple machines, the communication typically becomes
a bottleneck in the distributed setting. Gradient compres-
sion methods can be used to alleviate this problem, and a
recent line of work shows that SGD augmented with gra-
dient compression converges to an �-first-order stationary
point. In this work, we extend these results to conver-
gence to an �-second -order stationary point (�-SOSP). In
addition, we show that, when the stochastic gradient is
not Lipschitz, compressed SGD with Random-k compres-
sor converges to an �-SOSP with the same number of it-
erations as uncompressed SGD, while improving the total
communication by a factor of Θ̃(

√
d�−3/4), where d is the

dimension of the optimization problem. We present addi-
tional results for the cases when the compressor is arbitrary
and when the stochastic gradient is Lipschitz.
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Communication-Efficient Second-Order Methods
for Distributed Optimization

Despite their high computation and communication costs,
Newton-type methods remain an appealing option for
distributed training due to their robustness against ill-
conditioned convex problems. We study communication
compression and aggregation mechanisms for curvature in-
formation in order to reduce these costs while preserving
theoretically superior local convergence guarantees. We
prove that the recently developed class of three point com-
pressors of Richtarik et al. [2022] for gradient communica-
tion can be generalized to Hessian communication as well.
This result opens up a variety of communication strate-
gies, such as contractive compression and lazy aggregation,
available to our disposal to compress prohibitively costly
curvature information. Moreover, we discovered several
new 3PC mechanisms, such as adaptive thresholding and
Bernoulli aggregation, which require reduced communica-
tion and occasional Hessian computations. Furthermore,

we extend and analyze our approach to bidirectional com-
munication compression and partial device participation
setups to cater to the practical considerations of applica-
tions in federated learning. For all our methods, we derive
fast condition-number-independent local linear and/or su-
perlinear convergence rates. Finally, with extensive numer-
ical evaluations on convex optimization problems, we il-
lustrate that our designed schemes achieve state-of-the-art
communication complexity compared to several key base-
lines using second-order information.
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MS241

Personalized Asynchronous Federated and Decen-
tralized Learning

We study the personalized federated and decentralized
learning problem under asynchronous updates. In this
problem, each client seeks to obtain a personalized model
that simultaneously outperforms local and global models.
We consider two optimization-based frameworks for per-
sonalization: (i) Model-Agnostic Meta-Learning (MAML)
and (ii) Moreau Envelope (ME). MAML involves learning
a joint model adapted for each client through fine-tuning,
whereas ME requires a bi-level optimization problem with
implicit gradients to enforce personalization via regularized
losses. We focus on improving the scalability of personal-
ized federated learning by removing the synchronous com-
munication assumption. Moreover, we extend the stud-
ied function class by removing boundedness assumptions
on the gradient norm. Our main technical contribution is
a unified proof for asynchronous federated learning with
bounded staleness that we apply to MAML and ME per-
sonalization frameworks. For the smooth and non-convex
functions class, we show the convergence of our method to a
first-order stationary point. We illustrate the performance
of our method and its tolerance to staleness through exper-
iments for classification tasks over heterogeneous datasets.
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Rice University
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MS242

Structured Machine Learning for Spatial Environ-
mental Data

Spatial generalized linear mixed-models are widely used for
analyses of geospatial data. We consider the setting where
the linearity assumption is inappropriate and consider flexi-
ble machine learning algorithms like random forests or deep
neural networks. We propose well-principled extensions of
these methods for non-linear modeling of spatial data. We
still model the spatial correlation using Gaussian Process,
as is traditional, and account for this dependence within
the optimization procedure of these machine learning al-
gorithms. The basic principle is guided by how ordinary
least squares extends to generalized least squares for linear
models to account for dependence. We demonstrate how
the same extension can be done for these machine learn-
ing approaches like random forests and neural networks.
We provide extensive theoretical and empirical support for
the methods and show how they fare better than nave or
brute-force approaches to use machine learning algorithms
for spatially correlated data. We demonstrate the Ran-
domForestsGLS R-package that implements this extension
for random forests.

Abhi Datta
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MS242

Continuous Monitoring of Parkinson Tremor in
Real-Life: a Prototype-Based Approach

Parkinsons disease (PD) is the fastest-growing neurological
disorder worldwide, with an expected doubling of patients
to 12 million by 2040. Unobtrusive wearable sensors offer
potentially critical improvements by allowing us to capture
objectively and continuously how PD patients function in
their daily life. As such, the use of wearable sensors to
monitor PD is increasing, both in the (remote) care set-
ting to provide guidance to healthcare providers, and in
clinical trials to provide more sensitive outcome measures
to detect treatment effects of potentially disease-modifying
therapies. To enable passive monitoring of tremor using
wearable sensors, we need models that can reliably detect
and quantify different tremor episodes in the highly vari-
able context of daily life. To address these challenges and
develop a robust tremor model, we build on the idea of
prototype-based learning, which we use to embed domain
expertise in the decision boundaries of our model. The
proposed framework uses radial basis function (RBF) lay-
ers to ensure local stationarity in the region of the selected
prototypes, and to provide an interpretable representation
of the model posterior. We propose a novel mechanism for
training hierarchical Bayesian neural network architectures

which minimizes the curvature of the loss function, as well
as, incorporating the cause interpretation of prototypes to
achieve desirable guarantees.
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MS242

Network Inference Via Process Motifs for Lagged
Correlation in Linear Stochastic Processes

A major challenge for causal inference from time-series
data is the trade-off between computational feasibility and
accuracy. Motivated by process motifs for lagged covari-
ance in an autoregressive model with slow mean-reversion,
we propose to infer networks of causal relations via pair-
wise edge measures (PEMs) that one can easily compute
from lagged correlation matrices, and we formulate two
PEMs that respectively correct for confounding factors
and for reverse causation. To demonstrate the perfor-
mance of our PEMs, we consider network inference from
simulations of linear stochastic processes, and we show
that our proposed PEMs can infer networks accurately
and efficiently. Specifically, for autocorrelated time-series
data, our approach achieves accuracies higher than or sim-
ilar to Granger causality, transfer entropy, and convergent
crossmapping—but with much shorter computation time
than possible with any of these methods. Our fast and ac-
curate PEMs are easy-to-implement methods for network
inference with a clear theoretical underpinning. They pro-
vide promising alternatives to current paradigms for the
inference of linear models from time-series data, includ-
ing Granger causality, vector-autoregression, and sparse
inverse covariance estimation.

Alice C. Schwarze
Dartmouth College
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MS243

Anisotropic Proximal Gradient

In this talk we present a novel algorithm for noncon-
vex composite minimization which can be interpreted in
terms of dual space nonlinear preconditioning for the clas-
sical proximal gradient method. The proposed scheme can
be applied to additive composite minimization problems
whose smooth part exhibits an anisotropic descent inequal-
ity relative to a reference function. In the convex case this
is a dual characterization of relative strong convexity in the
Bregman sense. It is proved that the anisotropic descent
property is closed under pointwise average if the dual Breg-
man distance is jointly convex and, more specifically, closed
under pointwise conic combinations for the KL-divergence.
We analyze the methods asymptotic convergence and prove
its linear convergence under an anisotropic proximal gra-
dient dominance condition. This is implied by anisotropic
strong convexity, a recent dual characterization of relative
smoothness in the Bregman sense. Applications are dis-
cussed including exponentially regularized LPs and logistic
regression with nonsmooth regularization. In the LP case
the method can be specialized to the Sinkhorn algorithm
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for regularized optimal transport and a classical parallel
update algorithm for AdaBoost. Complementary to their
existing primal interpretations in terms of entropic sub-
space projections this provides a new dual interpretation
in terms of forward-backward splitting with entropic pre-
conditioning.
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MS243

Explicit Convergence Rates under Consistent Er-
ror Bounds and Beyond

In this talk, we introduce the notion of consistent error
bound functions which provides a unifying framework for
error bounds for multiple convex sets. This framework
goes beyond the classical Lipschitzian and Holderian error
bounds and includes logarithmic and entropic error bounds
found in the exponential cone. Our main result is to ob-
tain explicit convergence rates of a wide class of algorithms
including projection algorithms for convex feasibility prob-
lems. In particular, Karamata theory in regular variations
is first used as a powerful tool to analyze the convergence
rates in optimization.
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MS243

First Order Methods for Minmax Optimisation

The point-wise maximum of finitely many smooth func-
tions is ubiquitous in convex optimisation, since many non-
smooth functions can be written in this form. However,
since this maximum is non-differentiable, standard first or-
der methods are unavailable. In this talk, we discuss how
to exploit the differentiability of the functions inside the
maximum by reformulating the non-smooth convex min-
imisation problem as a smooth saddle point problem. Even
if each function has a globally Lipschitz continuous gradi-
ent, this is not preserved in the saddle formulation, and so
we apply several methods for variational inequalities which
only assume local Lipschitz continuity. In particular, the
celebrated adaptive Golden RAtio ALgorithm (aGRAAL),
which approximates the inverse of a local Lipschitz con-
stant fully explicitly, ie, without backtracking. We there-
fore compare the aGRAAL against other established meth-
ods. Time permitting, we will discuss several applications,
including relay location for wireless sensor networks

Daniel Uteda
The University of Melbourne
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MS244

Modeling Combinatorial Disjunctive Constraints
Via Junction Trees and Applications in Robotics

In this work, we study the independent-branching (IB)
framework of combinatorial disjunctive constraints (CDCs)
and identify a class of pairwise IB-representable CDCs:
combinatorial disjunctive constraints admitting junction
trees. For this class of constraints, the existence of junc-
tion trees can be recognized in polynomial time. We also
present a polynomial-time heuristic algorithm for the min-
imum biclique cover problem on the associated conflict
graphs to build small and strong mixed-integer program-
ming (MIP) formulations. Furthermore, we provide a novel
ideal extended formulation of any combinatorial disjunctive
constraints with fewer auxiliary binary variables. In this
talk, we also cover applications of this framework includ-
ing building MIP formulations of planar obstacle avoid-
ances and piecewise linear relaxations of univariate nonlin-
ear functions such as sine and cosine appearing in rotation
matrices.
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MS244

Theoretical Advances in Solving Markov Decision
Processes

Markov Decision Processes (MDP) are a fundamental
mathematical model for reasoning about uncertainty and a
prominent structured optimization problem. Over the past
5 years there have been great strides in provably comput-
ing approximately optimal policies for MDPs in a variety of
settings. In this talk I will survey these advances touching
upon a variety of optimization tools of broader utility.

Aaron Sidford
Stanford University
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MS244

Discrete and Continuous Optimization for Motion
Planning and Control: Applications and Recent
Progress

Control problems that blend discrete and continuous vari-
ables arise in a number of application areas, from robotics,
to power systems, autonomous vehicles, and energy grids.
This talk will survey modern approaches to such prob-
lems, highlighting the interplay between applications, the-
ory, and practice. Of particular interest will be problem
settings in which discrete and continuous decisions can-
not be decoupled, and instead must be made jointly. In
these settings, there is a need for tractable, optimization-
friendly problem abstractions. The talk will discuss the
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requirements for such abstractions and close by introduc-
ing recent attempts to fill this gap.
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MIT
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MS245

Efficiently Solving QUBO Problems

Efficient solution approaches for quadratic unconstrained
binary optimization (QUBO) problems are of great interest
for several reasons. Firstly, the well-known maximum-cut
problem admits a natural formulation as a QUBO prob-
lem. Secondly, other optimization problems like the graph
bisection problem, the maximum independent set problem,
linearly constrained binary quadratic problems, and many
more can be reformulated as an instance of QUBO. Since
linear programming based approaches perform poorly on
dense problem instances, all state-of-the-art approaches in-
volve semidefinite relaxations in this case. In this talk, we
present a branch-and-cut solver for QUBO problems based
on semidefinite programming. It uses the so-called mix-
ing method, a low-rank coordinate descent method, as its
main tool to tackle the occurring semidefinite programs.
We discuss some new ideas implemented in the solver and
provide numerical results showing that it outperforms the
other existing semidefinite approaches. Moreover, it was
a paradigm in recent years to tighten semidefinite relax-
ations by considering more and more valid inequalities. In
contrast to this, we demonstrate that weaker relaxations
can still be competitive when used in a branch-and-bound
approach, even for medium-sized instances.
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MS245

An SDP-SOS Based MAX-SAT Solver

We consider semidefinite programming (SDP) approaches
for solving the well-known Satisfiability (SAT) problem and
the related maximum-satisfiability (MAX-SAT) problem.
SAT is a well-known binary decision problem stemming
from computer science with a wide range of applications.
It is widely known that SDP is well-suited to approximate
(MAX-)2-SAT instances, a class of (MAX-)SAT instances
similar to Max-Cut. Our work shows the potential of SDP
on (MAX-)3-SAT instances as well, by being competitive
with some of the best solvers in the yearly MAX-SAT com-
petition. These results are obtained by a tailored SDP
solver and parser, in combination with a branch and cut
scheme. Moreover, we elegantly demonstrate a new connec-
tion between two previous approaches of combining SDP
and SAT. This is joint work with Renata Sotirov.

Lennart Sinjorgo, Renata Sotirov
Tilburg University
l.m.sinjorgo@tilburguniversity.edu, r.sotirov@uvt.nl

MS245

Semidefinite Representable Reformulations for

Two Variants of the Trust-Region Subproblem

Motivated by encouraging numerical results in the liter-
ature, in this talk we consider two specific variants of
the trust-region subproblem and provide exact semidefi-
nite representable reformulations. The first is over the in-
tersection of two balls; the second is over the intersection
of a ball and a special second-order conic representable set.
The reformulations are based on partitions of the feasible
regions into sub-regions with known lifted convex hulls.

Sarah Kelly
Clemson University
skelly5@g.clemson.edu

Yuyuan ”Lance” Ouyang
Department of Mathematical and Statistical Sciences
Clemson University
yuyuano@clemson.edu

Boshi Yang
Clemon University
boshiy@clemson.edu

MS246

Some Unsolved Problems in Mathematical Pro-
gramming

In this talk I will describe several open problems that are
related to my own research. The topics include algorith-
mic complexity, convex representations of nonconvex prob-
lems and computational challenges. Although these prob-
lems remain open they all seem to be nearly within reach
and are, in my opinion, excellent candidates for further
research.
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MS246

Single-Line Drawings via Linear Optimization

We present a survey of approaches to using linear optimiza-
tion to design single-line drawings. Examples include TSP
Art (continuous line drawings obtained by finding high-
quality solutions to carefully constructed instances of the
Traveling Salesperson Problem), Figurative Tours, Knights
Tours, and Easily-Traversed Eulerian Trails.
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Applications of Integer Programming and Rein-
forcement Learning in Data Center Planning and
Operations

In this talk we present, in real-world practices, a class of op-
timization problems in large data center capacity planning
and operation, that has significant impacts on resource uti-
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lization efficiency and system reliability. We describe how
hierarchy of integer programing models were designed to
solve large-scale problems and how reinforcement learning
methods were used to solve long-term strategic questions
stochasticity in supply and demand. We also describe our
engineering efforts in model diagnosis, such model infeasi-
bility caused by data inaccuracies.
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MS247

Worst-Case Complexity for the Minimization of
Strict Saddle Functions on Manifolds

Many problems in data science can be expressed as the
minimization of a strict saddle function. Strict saddle func-
tions are in general nonconvex, but have the property that
the Hessian has a negative eigenvalue at every saddle point.
Using this information on the landscape, we design an ef-
ficient and specific algorithm for the minimisation of strict
saddle functions. We derive guarantees on the number of
iterations that have to be performed in the worst-case be-
fore an approximate minimizer of the function is reached.
We show how our algorithm improves on the classical com-
plexity results of nonconvex optimization.
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MS247

A Consistently Adaptive Trust-Region Method

Adaptive trust-region methods attempt to maintain strong
convergence guarantees without depending on conserva-
tive estimates of problem properties such as Lipschitz con-
stants. However, on close inspection, one can show existing
adaptive trust-region methods have theoretical guarantees
with severely suboptimal dependence on problem proper-
ties such as the Lipschitz constant of the Hessian. For
example, TRACE developed by Curtis et al. obtains a
O(ΔfL

3/2�−3/2) + Õ(1) iteration bound where L is the
Lipschitz constant of the Hessian. Compared with the
optimal O(ΔfL

1/2�−3/2) bound this is suboptimal with
respect to L. We present the first adaptive trust-region
method which circumvents this issue and requires at most
O(ΔfL

1/2�−3/2)+Õ(1) iterations to find an �-approximate
stationary point, matching the optimal iteration bound up
to an additive logarithmic term. Our method is a simple
variant of a classic trust-region method and in our experi-
ments performs competitively with both ARC and a clas-
sical trust-region method.
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Quartic Polynomial Sub-Problem Solutions in Ten-

sor Methods for Nonconvex Optimization

There has been growing interest in high-order tensor meth-
ods for nonconvex optimization in machine learning as
these methods provide better/optimal worst-case evalua-
tion complexity, stability to parameter tuning, and robust-
ness to problem conditioning. The well-known pth-order
adaptive regularization (ARp) method relies crucially on
repeatedly minimising a nonconvex multivariate Taylor-
based polynomial sub-problem. It remains an open ques-
tion to find efficient techniques to minimise such a sub-
problem for p ≥ 3. We will present a second-order method
(SQO) for the AR3 (ARp with p = 3) sub-problem. SQO
approximates the special-structure quartic polynomial sub-
problem from above and below by using second-order mod-
els that can be minimised efficiently and globally. We prove
that SQO finds a local minimiser of a quartic polynomial,
but in practice, due to its construction, it can find a much
lower minimum than cubic regularization approaches. This
encourages us to continue our quest for algorithmic tech-
niques that find approximately global solutions for such
polynomials. This work is joint with Coralia Cartis.
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Dyadic Linear Programming

A finite vector is dyadic if each of its entries is a dyadic
rational number, i.e. if it has an exact and finite floating
point representation. We study the problem of finding a
dyadic optimal solution to a linear program, if one exists:
We characterize when a dyadic optimal solution exists, and
in case it does, we provide a polynomial time algorithm for
solving the problem. We also study some related problems.
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A Randomized Approximation Algorithm for the
Weighted Fractional Cut-Covering Problem

The fractional cut-covering problem is the linear program-
ming relaxation for the problem of covering each edge by
a set of cuts to meet given edge weights. We define a
semidefinite programming relaxation of fractional cut cov-
ering problem whose approximate optimal solutions may
be rounded into a fractional cut cover via a randomized
polynomial-time algorithm. These results arise from the
tight connection between fractional cut covering problem
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and the maximum cut problem. By clarifying this relation-
ship via antiblocking duality and gauge duality, not only do
we obtain dual results to the celebrated work of Goemans
and Williamson on maxcut, but also tie the approxima-
tion constants for these two problems to each other, obtain
new optimality certificates, and relate both problems to
geometric representation of graphs.
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On the Column Number and Excluded Submatri-
ces for Delta-Modular Matrices

Totally unimodular constraint matrices have been used for
decades to model many problems in combinatorial opti-
mization; these matrices are particularly useful as then in-
teger programs can be solved as linear ones. Recent results,
in particular one due to Artmann et al., has spurred the
study of more general Delta-modular constraint matrices
defined to have minors within a fixed range. In this talk,
we explore a simple property of Delta-modular matrices:
”how many distinct columns they can have?”. We give an
overview of this question and provide recent results, and in
particular we identify some excluded sub matrices that can
be used to address this question. Finally, we demonstrate
how this column number can be used in integer program-
ming.
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MS249

The Small-Noise Limit of the Most Likely Ele-
ment is the Most Likely Element of the Small-Noise
Limit

The characterization of rare event probabilities in infinite
dimensional or path spaces is complicated, owing to the
fact that there is no natural notion of a uniform measure
on these spaces. The Onsager-Machlup (OM) function can
serve as a density on infinite dimensional spaces, and has
been seen as the Lagrangian for the “most likely element”,
and could be used to characterize rare event probabilities.
On the other hand, small-noise limits are often used to
establish large deviations (LD) principles that character-
ize rare event probabilities in another sense. In this set-

ting, the Freidlin-Wentzell (FW) function is the LD rate
function, and has also been identified as a Lagrangian for
the “most likely element”. This leads to a conundrum -
what is the relationship between these two functionals?
In this talk, I will present our recent work on the rela-
tionship between the OM and FW functions for measures
equivalent to arbitrary infinite dimensional Gaussian mea-
sures. We show both pointwise and Γ-convergence of the
Onsager-Machlup function under the small-noise limit to
the Freidlin-Wentzell function - and give an expression for
both. That is, we show that the small-noise limit of the
most likely element is the most likely element in the small
noise limit in this setting. Examples of measures include
the law of solutions to stochastic differential equations or
the law of an infinite system of random algebraic equations.
This is joint work with Zachary Selk.
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Network Cascade Vulnerability using Constrained
Bayesian Optimization

Measures of power grid vulnerability are often assessed by
the amount of damage an adversary can exact on the net-
work. However, the cascading impact of such attacks is
often overlooked, even though cascades are one of the pri-
mary causes of large-scale blackouts. This paper explores
modifications of transmission line protection settings as
candidates for adversarial attacks, which can remain unde-
tectable as long as the network equilibrium state remains
unaltered. This forms the basis of a black-box function in
a Bayesian optimization procedure, where the objective is
to find protection settings that maximize network degra-
dation due to cascading. Notably, our proposed method
is agnostic to the choice of the cascade simulator and
its underlying assumptions. Extensive experiments reveal
that, against conventional wisdom, maximally misconfig-
uring the protection settings of all network lines does not
cause the most cascading. More surprisingly, even when
the degree of misconfiguration is limited due to resource
constraints, it is still possible to find settings that produce
cascades comparable in severity to instances where there
are no resource constraints.
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MS250

Optimization on Manifolds via Graph Gaussian
Processes

We integrate manifold learning techniques within a Gaus-
sian process upper confidence bound algorithm to optimize
an objective function on a manifold. Our approach is mo-
tivated by applications where a full representation of the



SIAM Conference on Optimization (OP23)                                                    191190 OP23 Abstracts

manifold is not available and querying the objective is ex-
pensive. We rely on a point cloud of manifold samples to
define a graph Gaussian process surrogate model for the
objective. Query points are sequentially chosen using the
posterior distribution of the surrogate model given all pre-
vious queries. We establish regret bounds in terms of the
number of queries and the size of the point cloud. Several
numerical examples complement the theory and illustrate
the performance of our method.
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MS250

Tensor Decompositions Using Stochastic and De-
terministic Optimization

Low-rank tensor decompositions in general, and canonical
polyadic (CP) tensor decompositions specifically, are now
ubiquitous in the area of multi-way data analysis. The task
of fitting a low-rank non-negative CP model to Poisson-
distributed count data via tensor maximum likelihood es-
timation is often formulated as a nonlinear, nonconvex op-
timization problem. Yet several popular algorithms use
local search methods to approximate the global maximum
likelihood estimator from local minima. Recent research in
developing efficient local methods reflects an emergent di-
chotomy in numerical linear algebra: deterministic versus
randomized algorithms. CP Alternating Poisson Regres-
sion (CPAPR) is a deterministic CP tensor decomposition
method that alternates over a sequence of convex Poisson
loss subproblems iteratively. Generalized CP (GCP) ten-
sor decompositions extend previous work on CP decompo-
sitions to incorporate general loss functions and stochastic
optimization methods. Previously we showed that CPAPR
is performant and can compute accurate maximum likeli-
hood estimator approximations with a higher probability
than GCP. Here we explore a hybrid method for computing
CP tensor decompositions that leverages GCP for scalabil-
ity and CPAPR for performance and accuracy. Our ap-
proach is inspired by Adaptive Simulated Annealing for
global optimization and allows for fine-grain parameter
tuning as well as adaptive updates to algorithm param-
eters.
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MS251

Quadratic Envelopes and �0; How to Find the Ora-

cle Solution

We introduce a new operator called the quadratic enve-
lope, used to regularize discontinuous penalties such as the
l0 norm. The quadratic envelope enjoys several desirable
properties, such as removing local minimizers whilst not
moving the global minimizer, under suitable conditions.
When applied to the l0-norm we obtain the so called Min-
imax Concave Penalty (MCP), which has been extensively
studied in prior works by different authors. We extend the
known theory, in particular showing concrete conditions en-
suring that the global minimizer of the arising functional is
the so called oracle solution. This result is much stronger
than previous contributions demonstrating that the MCP-
solution enjoy “oracle properties’ asymptotically, i.e. as
the dimensions approach infinity. We also discuss how to
alter the l0 norm in ways that removes the problem of high
cardinality local minimizers where algorithms have a ten-
dency to get stuck.
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Hidden Convexity in the �0 Pseudonorm

The so-called �0 pseudonorm counts the number of nonzero
components of a vector. In this talk, we review a series of
recent results on a class of Capra (Constant Along Pri-
mal Rays) conjugacies that reveal hidden convexity in the
�0 pseudonorm . First, we present the Euclidean Capra-
conjugacy. We show that it is suitable to analyze the
�0 pseudonorm, as this latter is ”convex” in the sense of
generalized convexity (equal to its biconjugate). We im-
mediately derive a convex factorization property (the �0
pseudonorm coincides, on the unit sphere, with a con-
vex lsc function) and variational formulations for the �0
pseudonorm. We present mathematical expressions of the
Capra-subdifferential of the �0 pseudonorm, and graphi-
cal representations. In a second part, we provide different
extensions. We introduce the class of Capra-conjugacies
defined by means of norms — especially strictly-orthant
monotonic norms (including the Euclidean norm) — or,
more generally, of 1-homogeneous nonnegative functions.
We show that such Capra-conjugacies are suitable to ana-
lyze, not only the �0 pseudonorm, but provide convex lower
bounds for 0-homogeneous functions. We will also point
out how to tackle the rank matrix function. Finally, we
discuss how the theory could open the way for possible
algorithms in sparse optimization problems.
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Sifting Through the Noise: Universal First-Order
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Methods for Stochastic Variational Inequalities

We examine a flexible algorithmic framework for solving
monotone variational inequalities in the presence of ran-
domness and uncertainty. The proposed template encom-
passes a wide range of popular first-order methods, includ-
ing dual averaging, dual extrapolation and optimistic gra-
dient algorithms both adaptive and non-adaptive. Our
first result is that the algorithm achieves the optimal rates
of convergence for cocoercive problems when the profile of
the randomness is known to the optimizer: O(1/

√
T ) for

absolute noise profiles, and O(1/T ) for relative ones. Sub-
sequently, we drop all prior knowledge requirements (the
absolute/relative variance of the randomness affecting the
problem, the operators cocoercivity constant, etc.), and
we analyze an adaptive instance of the method that grace-
fully interpolates between the above rates i.e., it achieves
O(1/T ) and O(1/T ) in the absolute and relative cases, re-
spectively. To our knowledge, this is the first universality
result of its kind in the literature and, somewhat surpris-
ingly, it shows that an extra-gradient proxy step is not
required to achieve optimal rates.
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MS252

RandProx: Primal-Dual Optimization Algorithms
with Randomized Proximal Updates

Proximal splitting algorithms are well suited to solving
large-scale nonsmooth optimization problems. We propose
Randprox, a new generic primal-dual algorithm, in which
the dual update is randomized. For instance, some ran-
domly chosen dual variables, instead of all, are updated at
each iteration. Or, the proximity operator of a function is
called with some small probability only. Thanks to a new
variance-reduction mechanism, the algorithm converges to
an exact minimizer. We derive linear convergence results in
presence of strong convexity, which are new even in the de-
terministic case. Some randomized algorithms of the liter-
ature are recovered as particular cases (e.g., Point-SAGA).
But our randomization technique is general and encom-
passes many unbiased mechanisms beyond sampling and
probabilistic updates, including compression. It has long
been known for stochastic-gradient-type methods that ran-
domness helps getting faster algorithms. Our work opens
the door to benefiting from randomness in the more general
primaldual setting as well.
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Convergence of Chambolle-Pock and Douglas-

Rachford Splitting in the Absence of Monotonicity

Splitting methods have seen widespread use in a variety
of applications in optimization and for solving variational
inequalities. Despite this popularity, convergence results
of these methods have been largely limited to the con-
vex/monotone setting. In this work, we study two such
methods in the absence of the monotonicity assumption
and without requiring smoothness, namely DouglasRach-
ford splitting (DRS) and the Chambolle-Pock (CP) algo-
rithm. To this end, we introduce the concept of semi-
monotonicity and provide sufficient conditions for global
convergence of DRS and CP involving the sum of two semi-
monotone operators. Most notably, it is shown that DRS
and CP converge even when the sum of the involved oper-
ators (or of their inverses) is non-monotone. Our analysis
relies on establishing a connection between both methods
and the preconditioned proximal point algorithm applied to
a corresponding underlying operator satisfying an oblique
weak Minty assumption.
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Cooperation and Cost Sharing Problems in Supply
Networks

Across several contexts such as supply chain security or
traceability, costly actions by firms (e.g., decision to invest
in security or decision to adopt traceability technologies)
can yield payoffs to other firms in the supply chain. Such
positive externalities imply that network-wide cooperative
strategies can yield improvements over firms independently
choosing individually rational actions. However, coopera-
tion can be hindered by disagreements over cost-sharing
arrangements. A priori, it is not clear whether there will
always exist a stable and fair sharing of costs that can sus-
tain network-wide cooperation. Furthermore, networked
firms typically have visibility and mechanisms to cooper-
ate and monitor with only immediate partners. Extended
multi-tier supply chains are often associated with a po-
tential loss in visibility over firms further away in the net-
work. Thus, it is also unclear whether one can find suitable
mechanisms to implement cost-sharing arrangements that
circumvent coordination across firms that are not immedi-
ate or direct partners. In this talk, we review two recent
applications (supply network security and traceability) and
develop a general framework to identify implementable cost
sharing mechanisms that can sustain network-wide coop-
erative actions.
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Comparing Solution Paths of Sparse Quadratic
Minimization with a Stieltjes Matrix

This paper studies several solution paths of sparse
quadratic minimization problems as a function of the
weighing parameter of the bi-objective of estimation loss
versus solution sparsity.
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Novel Algorithms for Nonconvex Second-order Op-
timization with Complexity Guarantees

Second-order optimization has recently experienced sig-
nificant developments, leading to numerous fruitful appli-
cations in science and engineering. In particular, recent
research has shown that a second-order stationary point
(SOSP) of a nonconvex optimization problem is often a
globally optimal solution for instances that arise in areas
such as machine learning and statistics. Therefore, de-
veloping efficient algorithms for computing such points is
pivotal for advancing those areas. Our research introduces
new algorithms with substantial theoretical improvements
for solving two types of nonconvex constrained optimiza-
tion problems and conducts numerical studies to show the
practical advantages of the proposed methods over the
state-of-the-art methods. In our first work, we develop
a novel augmented Lagrangian (AL) method for finding an
SOSP of a nonconvex equality constrained optimization
problem. The proposed AL method improves upon the
best-known complexity guarantees. Moreover, the compu-
tational speed of our AL method is vastly faster than the
competing ones for solving a classical statistical problem.
In our second work, we design efficient algorithms to find an
SOSP of a general conic constrained nonconvex optimiza-
tion problem. For the first time, we introduce a notion of
an SOSP for general conic constrained optimization and
propose an efficient algorithm to find it. Numerical re-
sults demonstrate the significant potential superiority of
our barrier-AL method over the state-of-the-art method in
terms of solution quality.
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An Inexact Augmented Lagrangian Algorithm for
Training Leaky Relu Neural Network with Group
Sparsity

The leaky ReLU network with a group sparse regulariza-
tion term has been widely used in the recent years. How-
ever, training such a network yields a nonsmooth noncon-
vex optimization problem and there exists a lack of ap-
proaches to compute a stationary point deterministically.

In this paper, we first resolve the multi-layer composite
term in the original optimization problem by introducing
auxiliary variables and additional constraints. We show the
new model has a nonempty and bounded solution set and
its feasible set satisfies the Mangasarian-Fromovitz con-
straint qualification. Moreover, we show the relationship
between the new model and the original problem. Remark-
ably, we propose an inexact augmented Lagrangian algo-
rithm for solving the new model and show the convergence
of the algorithm to a KKT point. Numerical experiments
demonstrate that our algorithm is more efficient for train-
ing sparse leaky ReLU neural networks than some well-
known algorithms.
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A Definition of Non-Stationary Bandits

The subject of non-stationary bandit learning has attracted
much recent attention. However, non-stationary bandits
lack a formal definition. Loosely speaking, non-stationary
bandits have typically been characterized in the literature
as those for which the reward distribution changes over
time. We demonstrate that this informal definition is am-
biguous. Further, a widely-used notion of regret—the dy-
namic regret—is motivated by this ambiguous definition
and thus problematic. In particular, even for an optimal
agent, dynamic regret can suggest poor performance. The
ambiguous definition also motivates a measure of the de-
gree of non-stationarity experienced by a bandit, which
often overestimates and gives rise to extremely loose re-
gret bounds. The primary contribution of this paper is a
formal definition that resolves ambiguity. This definition
motivates a new notion of regret, an alternative measure
of the degree of non-stationarity, and a regret analysis that
leads to tighter bounds for non-stationary bandit learning.
The regret analysis applies to any bandit, stationary or
non-stationary, and any agent.
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Epi-Convergent Data-Driven Approximation: A
Unified View of Pessmestic and Optimistic

In modern decision-making, there is often a need to han-
dle a stochastic programming problem with an uncertain
distribution. To address this challenge, the standard ap-
proach is to use a data-driven approximation of the un-
known distribution through the simple sample average ap-
proximation. However, this method can still result in a
failure to reach the optimal solution in the case of non-
smooth optimization problems. To overcome this issue,
many studies further examine the behavior of the objec-
tive function within the ambiguity set and construct an
epi-convergent data-driven approximation. In this paper,
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we bring together Distributionally Robust Optimization,
which focuses on a conservative approach, and Rockafel-
lian relaxation, a recently proposed optimistic framework,
to create asymptotic exact approximations. We demon-
strate that Distributionally Robust Optimization can be
reduced to a Rockafellian relaxation, and as a result, we
achieve benefits on both sides. Firstly, we provide a novel
epi-convergent proof with weaker assumptions for the dis-
tributionally robust data-driven approximation. Secondly,
one can design efficient optimization procedures for Rock-
afellian if it has an equivalent distributionally robust opti-
mization formulation.
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Randomization of Spectral Risk Measure and Dis-
tributional Robustness

In this talk, we consider a situation where a decision
maker’s risk preference can be described by a spectral risk
measure (SRM) but there is not a single SRM which can be
used to represent the DM’s preferences consistently. Con-
sequently we propose to randomize SMR by introducing a
random parameter in risk spectrum. The randomized SRM
(RSMR) allows one to describe the DM’s preferences at dif-
ferent states with different SRMs. When the distribution
of the random parameter is known, i.e., the randomness
of the DM’s preference can be described by a probabil-
ity distribution, we introduce a new risk measure which is
the mean value of the RSMR. In the case when the dis-
tribution is unknown, we propose a distributionally robust
formulation of RSMR. The RSRM paradigm provides a
new framework for interpreting Kusuoka’s representation
theorem and addressing inconsistency issues arising from
observation/measurement errors or erroneous responses in
preference elicitation process. We discuss in detail compu-
tational schemes for solving optimization problems based
on RSMR and distributionally robust RSMR.
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Using semidefinite programming relaxations in
branch and cut methods for MIS problems

Maximum independent set (MIS) problems on graphs with
as few as one thousand nodes can be surprisingly chal-
lenging to solve using integer linear programming branch-
and-cut solvers. Semidefinite programming relaxations can

provide stronger bounds than LP relaxations and are an
intriguing alternative. However, there are significant is-
sues in incorporating semidefinite programming relaxations
within a branch-and-cut solver. The choice of SDP relax-
ation and cuts affects the quality of the bounds and the
computational effort required to obtain the bounds. The
choice of using an interior point solver versus a first order
method such as ADMM involves a trade-off between more
accurate subproblem solutions and faster, more memory
efficient approximate solutions. There are challenges in
dealing with subproblems that might not satisfy Slater’s
condition or strict duality. Warm starting the solution of a
subproblem must also be considered. Approaches to these
issues will be compared and evaluated using computational
experiments. Results on some challenging and previously
unsolved problems will be presented.
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Erratum, counterexample and an additional reveal-
ing poll step for a result of ”Analysis of direct
searches for discontinuous functions”

This talk provides a counterexample to a theorem an-
nounced in the last part of the paper “Analysis of direct
searches for discontinuous functions”, Mathematical Pro-
gramming Vol. 133, pp. 299–325, 2012. The counterexam-
ple involves a one-dimensional objective function f which
satisfies all the assumptions required by the theorem but
contradicts some of its conclusions. A corollary of this the-
orem is also affected by this counterexample. This talk also
discusses the exactitude of each statements in the theorem
in general. Finally this talk introduces a modification of
the directional direct search method (dDSM) that allows to
recover the properties broken by the counterexample. The
main flaw revealed by the counterexample is the possibil-
ity that a dDSM generates a sequence of trial points (xk)
converging to a point x* at which f is discontinuous and
whose objective function value is strictly less than the limit
of the sequence (f(xk)). Moreover the dDSM generates no
trial point in only one of the branches of f near x*.
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Convergence Analysis of Evolution Strategies with
Covariance Matrix Adaptation (CMA-ES) via
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Markov Chain Stability Analysis

In black-box optimization, Evolution Strategies (ES) con-
stitute a class of stochastic algorithms which, unlike
gradient-based methods, do not use the derivatives of the
objective function f . Instead, only the f -value ranks of
different candidates are used. Covariance Matrix Adapta-
tion Evolution Strategies (CMA-ES) have the particularity
to even approximate the inverse Hessian of the objective
function without using its derivatives. It is widely used
in practice. We discuss in this presentation the conver-
gence analysis of CMA-ES by establishing the stability of
an underlying Markov chain. This approach has already
been successful to prove the stability of other Evolution
Strategy variants, in particular when only a step-size but
no covariance matrix is adapted. We explain how this ap-
proach extends to CMA-ES.
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Stochastic Bilevel Multi-Objective Optimization

In this work, we propose different stochastic gradient-based
algorithms for bilevel multi-objective problems with con-
flicting objectives at the upper level, lower level, or both.
Such problems have never been studied from a stochas-
tic approximation viewpoint despite the recent advances
in stochastic methods for single-level, bilevel, and multi-
objective optimization. A case where past methodology is
not applicable is bilevel optimization with a multi-objective
lower level problem, where different approaches can be fol-
lowed depending on the interpretation of the lower level
optimality. An approach previously introduced is called
optimistic and consists of minimizing the upper level func-
tion over all non-dominated lower level solutions. We intro-
duce two other approaches, one risk neutral and the other
risk averse, where one needs to sample from such a Pareto
set, for which the closed-form expression may be unknown.
Bilevel stochastic optimization has recently been adopted
to solve fair machine learning (ML) problems, where the
goal is to minimize the prediction error on validation data
by training an ML model to avoid discriminatory predic-
tions against people with sensitive attributes. To ensure
accurate and fair prediction outcomes in real-life decision-
making applications, accuracy and fairness loss functions
must be jointly considered, thus leading to bilevel problems
where at least one of the two optimization levels has more
than one objective.
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Graph and Distributed Extensions of the Douglas-
Rachford Splitting with Applications

In this talk, we present several graph-based extensions of
the Douglas-Rachford splitting method to solve monotone
inclusion problems involving the sum of N maximal mono-

tone operators. The resulting schemes can be understood
as unconditionally stable frugal resolvent splitting meth-
ods with minimal lifting, as well as instances of the (de-
generate) Preconditioned Proximal Point method, which
provides robust convergence guarantees. Further, we show
that the proposed methods admit efficient distributed im-
plementations, which respect the prescribed communica-
tion constraint. We conclude with an application to a con-
gested optimal transport problem and to distributed Sup-
port Vector Machines, which show an interesting depen-
dence on the underlying graph topology and highly com-
petitive performances with state-of-the-art distributed op-
timization approaches.
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Convergence Analysis of Davis-Yin Splitting Via
Scaled Relative Graphs

Davis-Yin splitting (DYS) has found a wide range of ap-
plications in optimization, but its linear rates of conver-
gence have not been studied extensively. The scaled rel-
ative graph (SRG) simplifies the convergence analysis of
operator splitting methods by mapping the action of the
operator onto the complex plane, but the prior SRG theory
did not fully apply to the DYS operator. In this work, we
formalize an SRG theory for the DYS operator and use it
to obtain tighter contraction factors.
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Adaptive Stepsizes for Primal-Dual Douglas-
Rachford Splitting

In this talk we discuss the possibility of finding a minimum
of f(x)+g(Kx) for two proper, convex and lower semicon-
tinuous functions and a matrix K, using a non-stationary
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version of the Douglas-Rachford algorithm. The presented
Douglas-Rachford method, applied to primal-dual optimal-
ity conditions, uses not only one primal but also a second
dual stepsize sequence. We allow both the primal and the
dual stepsize sequences to vary independently from each
other and present the outline of a variable metric proximal
point algorithm-based proof. The talk continues with the
introduction of an eigenvalue based heuristic which moti-
vates an adaptive way of choosing both stepsize sequences
in order to increase the convergence speed of the algorithm.
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Accelerated Dynamics with Dry Friction Via Time
Scaling and Averaging of Doubly Nonlinear Evolu-
tion Equations

In a Hilbert framework, with the aim of convex differen-
tiable optimization, we analyze the long-time behavior of
inertial dynamics with dry friction. We rely on the general
acceleration method recently developed by Attouch, Bot
and Nguyen, which consists of applying the time scaling
and then averaging method to a first order in time con-
tinuous differential equation. In our approach, we start
from a doubly nonlinear first-order evolution equation in-
volving two potentials: one is the differentiable function
f to be minimized, which acts on the state of the system
via its gradient, and the other is the dry friction poten-
tial ϕ(x) = r�x� which acts on the velocity vector via its
subdifferential. We so obtain a second-order in time evolu-
tion system involving dry friction, asymptotically vanishing
viscous damping (directly related to Nesterov’s accelerated
gradient method), and a damping driven by the Hessian in
the implicit form. The mathematical analysis does not re-
quire developing a Lyapunov analysis for inertial systems.
We obtain fast convergence rates for both the system and
its dual, which governs the evolution of the gradients, using
Riemannian gradient structure.
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Automatic FISTA Restart

FISTA is a widely used first-order method in the field
of large convex optimization problems. By introducing
inertia, this scheme ensures a fast convergence of order

O (
1/k2

)
for convex functions. For functions that satisfy

stronger assumptions than convexity such as strong con-
vexity, inertia can cause an oscillatory behavior of the it-
erates slowing down the convergence. This behavior can
be avoided if parameters related to the geometry of the
function of interest are known, which is rarely the case
in practice. We focus on functions exhibiting quadratic
growth around their minimizers and we introduce a restart
scheme for FISTA that ensures fast convergence without
requiring prior knowledge of the geometry of the function
(i.e. of the growth parameter).
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An Sde Perspective on Stochastic Convex Opti-
mization

we analyze the global and local behavior of gradient-like
flows under stochastic errors towards the aim of solving
convex optimization problems with noisy gradient input.
We first study the unconstrained differentiable convex case,
using a stochastic differential equation where the drift term
is minus the gradient of the objective function and the dif-
fusion term is either bounded or square-integrable. In this
context, under Lipschitz continuity of the gradient, our first
main result shows almost sure convergence of the objec-
tive and the trajectory process towards a minimizer of the
objective function. We also provide a comprehensive com-
plexity analysis by establishing several new pointwise and
ergodic convergence rates in expectation for the convex,
strongly convex, and (local) �Lojasiewicz case. The latter,
which involves local analysis, is challenging and requires
non-trivial arguments from measure theory. Then, we ex-
tend our study to the constrained case and more generally
to certain nonsmooth situations. We show that several of
our results have natural extensions obtained by replacing
the gradient of the objective function by a cocoercive mono-
tone operator. This makes it possible to obtain similar
convergence results for optimization problems with an ad-
ditively ”smooth + non-smooth” convex structure. Finally,
we consider another extension of our results to non-smooth
optimization which is based on the Moreau envelope.
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High-Dimensional Limit Theorems for Sgd: Effec-
tive Dynamics and Critical Scaling

We study the scaling limits of stochastic gradient descent
(SGD) with constant step-size in the high-dimensional
regime. We prove limit theorems for the trajectories of
summary statistics (i.e., finite-dimensional functions) of
SGD as the dimension goes to infinity. Our approach al-
lows one to choose the summary statistics that are tracked,
the initialization, and the step-size. It yields both ballistic
(ODE) and diffusive (SDE) limits, with the limit depend-
ing dramatically on the former choices. We find a critical
scaling regime for the step-size below which this “effective
dynamics” matches gradient flow for the population loss,
but at which, a new correction term appears which changes
the phase diagram. About the fixed points of this effective
dynamics, the corresponding diffusive limits can be quite
complex and even degenerate. We demonstrate our ap-
proach on popular examples including estimation for spiked
matrix and tensor models and classification via two-layer
networks for binary and XOR-type Gaussian mixture mod-
els. These examples exhibit surprising phenomena includ-
ing multimodal timescales to convergence as well as conver-
gence to sub-optimal solutions with probability bounded
away from zero from random (e.g., Gaussian) initializa-
tions. At the same time, we demonstrate the benefit of
overparametrization by showing that the latter probability
goes to zero as the second layer width grows.
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Constrained Stochastic Nonconvex Optimization
with State-Dependent Markov Data

We study stochastic optimization algorithms for con-
strained nonconvex stochastic optimization problems with
Markovian data. In particular, we focus on the case
when the transition kernel of the Markov chain is state-
dependent. Such stochastic optimization problems arise
in various machine learning problems including strategic
classification and reinforcement learning. For this prob-
lem, we study both projection-based and projection-free
algorithms. In both cases, we establish that the number of
calls to the stochastic first-order oracle to obtain an appro-
priately defined �-stationary point is of the order O(1/�2.5).
In the projection-free setting we additionally establish that
the number of calls to the linear minimization oracle is

of order O(1/�5.5). We also empirically demonstrate the
performance of our algorithm on the problem of strategic
classification with neural networks.
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Policy Gradient Methods Find the Nash Equilib-
rium in N-Player General-Sum Linear-Quadratic
Games

Policy optimization algorithms have achieved substan-
tial empirical successes in addressing a variety of non-
cooperative multi-agent problems. However, there have
been few results from a theoretical perspective showing
why such a class of reinforcement learning algorithms per-
forms well with the presence of competition among agents.
In this talk, we explore the natural policy gradient method
for a class of N-agent general-sum linear-quadratic games.
We provide a global linear convergence guarantee for this
approach in the setting of finite time horizon and stochas-
tic dynamics when there is a certain level of noise in the
system. The noise can either come from the underlying dy-
namics or carefully designed explorations from the agents.
We illustrate the performance of our algorithm with two
examples: a bargaining game with two players and a toy
example in high dimensions.
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How Averaged is the Composition of Two Linear
Projections?

Projection operators are fundamental algorithmic opera-
tors in Analysis and Optimization. It is well known that
these operators are firmly nonexpansive; however, their
composition is generally only averaged and no longer firmly
nonexpansive. In this note, we introduce the modulus of
averagedness and provide an exact result for the composi-
tion of two linear projection operators. As a consequence,
we deduce that the Ogura-Yamada bound for the modulus
of the composition is sharp.
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The Range of the DouglasRachford Operator in
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Infinite-dimensional Hilbert Spaces

The DouglasRachford algorithm is one of the most promi-
nent splitting algorithms for solving convex optimization
problems. Recently, the method has been successful in
finding a generalized solution (provided that one exists)
for optimization problems in the inconsistent case, i.e.,
when a solution does not exist. The convergence anal-
ysis of the inconsistent case hinges on the study of the
range of the displacement operator associated with the
DouglasRachford splitting operator and the corresponding
minimal displacement vector. In this paper, we provide
a formula for the range of the DouglasRachford splitting
operator in (possibly) infinite-dimensional Hilbert spaces
under mild assumptions on the underlying operators. Our
new results complement known results in finite-dimensional
Hilbert spaces. Several examples illustrate and tighten our
conclusions.
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A Stochastic Newton Algorithm for Distributed
Convex Optimization

We propose and analyze a stochastic Newton algorithm
for homogeneous distributed stochastic convex optimiza-
tion, where each machine can calculate stochastic gradi-
ents of the same population objective, as well as stochastic
Hessian-vector products (products of an independent un-
biased estimator of the Hessian of the population objective
with arbitrary vectors), with many such stochastic compu-
tations performed between rounds of communication. We
show that our method can reduce the number, and fre-
quency, of required communication rounds compared to
existing methods without hurting performance, by proving
convergence guarantees for quasi-self-concordant objectives
(e.g., logistic regression), alongside empirical evidence.
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MS262

Fl PyTorch: Optimization Research Simulator for

Federated Learning

Federated Learning (FL) has emerged as a promising tech-
nique for edge devices to collaboratively learn a shared ma-
chine learning model while keeping training data locally on
the device, thereby removing the need to store and access
the full data in the cloud. However, FL is difficult to imple-
ment, test and deploy in practice considering heterogeneity
in common edge device settings, making it fundamentally
hard for researchers to efficiently prototype and test their
optimization algorithms. In this work, our aim is to al-
leviate this problem by introducing FL PyTorch : a suite
of open-source software written in python that builds on
top of one the most popular research Deep Learning (DL)
framework PyTorch. We built FL PyTorch as a research
simulator for FL to enable fast development, prototyping
and experimenting with new and existing FL optimization
algorithms. Our system supports abstractions that pro-
vide researchers with a sufficient level of flexibility to ex-
periment with existing and novel approaches to advance
the state-of-the-art. Furthermore, FL PyTorch is a simple
to use console system, allows to run several clients simul-
taneously using local CPUs or GPU(s), and even remote
compute devices without the need for any distributed im-
plementation provided by the user. FL PyTorch also offers
a Graphical User Interface. For new methods, researchers
only provide the centralized implementation of their algo-
rithm.
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MS262

Shifted Compression Framework for Distributed
Learning

Communication is one of the key bottlenecks in the dis-
tributed training of large-scale ML models, and lossy com-
pression of exchanged information, such as stochastic gra-
dients or models, is one of the most effective instruments to
alleviate this issue. Among the most studied techniques is
the class of unbiased compression operators with variance
bounded by a multiple of the square norm of the vector
we wish to compress. By design, this variance may remain
high, and only diminishes if the input vector approaches
zero. However, unless the model being trained is overpa-
rameterized, there is no a-priori reason for the vectors we
wish to compress to approach zero during the iterations
of classical methods such as distributed compressed SGD,
which has adverse effects on the convergence. Due to this
issue, several more elaborate and seemingly very different
algorithms have been proposed recently, with the goal of
circumventing this problem. These methods are based on
the idea of compressing the difference between the vec-
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tor we would normally wish to compress and some aux-
iliary changing vector. In this work we develop a unified
framework for studying such methods, conceptually, and
theoretically. Our framework incorporates methods com-
pressing both gradients and models, using unbiased and
biased compressors, and sheds light on the construction of
the auxiliary vectors. Furthermore, our approach can lead
to the improvement of several existing algorithms, and can
produce new methods.
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MS263

Phenomenological Modeling and Analysis of Neu-
rodegeneration

Neurodegeneration is a chronic disease with significant
mortality. The underlying causes of many neurodegenera-
tive disorders are unknown, and there is putative value in
phenomenological models having interpretable mechanisms
of action and effects. In this talk I give a brief introduc-
tion to a simple class of neural architectures that naturally
recapitulate some key dynamics of neurodegeneration and
describe application of uncertainty quantification to eluci-
date the model input-output behavior. The talk is con-
cluded with some testable biological hypotheses.
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A Hyperparameter-Free, Fast and Efficient Frame-
work to Detect Clusters from Limited Samples
Based on Ultra High-Dimensional Features

Clustering is a challenging problem in machine learning in
which one attempts to group N objects into K 0 groups
based on P features measured on each object. In this ar-
ticle, we examine the case where N ? P and K 0 is not
known. Clustering in such high dimensional, small sam-
ple size settings has numerous applications. Whereas most
existing clustering algorithms either require the number of
clusters to be known a priori or are sensitive to the choice of
tuning parameters, our method does not require the prior
specification of K 0 or any tuning parameters. Our method
is based on a simple transformation of the Gram matrix.
If the correlation between features decays as the number
of features grows, we show that the transformed feature
vectors concentrate tightly around their respective cluster
expectations in a low-dimensional space. This result sim-
plifies the detection and visualization of the unknown clus-
ter configuration. We illustrate the algorithm by applying
it to 32 benchmarked microarray datasets. Compared to
21 other commonly used clustering methods, we find that
the proposed algorithm is faster and twice as accurate in

determining the best cluster configuration.
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MS263

Understanding and controlling pandemics Analysis
and optimization of spreading processes

The modern world comprises interlinked networks of con-
tacts between individuals, computing devices and social
groups, where infectious diseases, information and opin-
ions propagate through their edges in a probabilistic or de-
terministic manner via interactions between constituents.
The spread of information, opinions and marketing ma-
terial can be modeled and analyzed similarly to epidemic
spreading. To contain and mitigate the spread one would
like to implement effective prevention and mitigation poli-
cies and deploy vaccines in a way that minimizes the
spread. This is a difficult problem and becomes even harder
in the presence of infectious but asymptomatic states. In
the world of marketing and opinion setting, winners are
those who maximize the impact by deploying resource to
the most influential available nodes at the right time, occa-
sionally in competition (or collaboration) with adversarial
(supportive) processes. These can represent opinion for-
mation by political parties (competitive) or diseases that
increase the susceptibility for mutual infections (collabo-
rative). I will explain the modelling of spreading pro-
cesses and present a probabilistic framework for impact
maximization/minimization, addressing questions of vac-
cine (budget) deployment and spreading maximization in
single and competitive/collaborative processes. I will also
present the analysis for epidemic spreading processes with
infectious but asymptomatic states and the effectiveness of
mitigation measures.
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MS264

Multiplicative Updates for Online Convex Opti-
mization over Symmetric Cones

We study online convex optimization where the possible
actions are trace-one elements in a symmetric cone, gen-
eralizing the extensively-studied experts (simplex) setup
and its quantum (density matrix) counterpart. Symmetric
cones provide a unifying framework for some of the most
important optimization models, including linear, second-
order cone, and semidefinite optimization. Using tools
from the field of Euclidean Jordan Algebras, we intro-
duce the Symmetric-Cone Multiplicative Weights Update
(SCMWU), a projection-free algorithm for online optimiza-
tion over an arbitrary symmetric cone. We show that
SCMWU is equivalent to Follow-the-Regularized-Leader
and Mirror Descent algorithms with symmetric-cone neg-
ative entropy as regularizer. Using this structural result
we show that SCMWU is a no-regret algorithm, and verify
our theoretical results with extensive experiments. Our re-
sults unify and generalize the analysis for the Multiplicative
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Weights Update method over the simplex and the Matrix
Multiplicative Weights Update method over the set of den-
sity matrices. Based on joint work with Ilayda Canyakmaz,
Georgios Piliouras, and Antonios Varvitsiotis.
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MS264

Facial Residual Functions, Error Bounds and Ap-
plications

In this talk, we overview some recent error bound results
obtained under the framework of facial residual functions.
This includes new error bounds for exponential cones, p-
cones and others. We will briefly illustrate the applications
of such results in proving convergence rates of algorithms
and determining automorphism groups of cones.
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MS264

Away-Step Frank-Wolfe for Minimizing
Logarithmically-Homogeneous Self-Concordant
Barriers

We propose an away-step Frank-Wolfe method for mini-
mizing logarithmically-homogeneous self-concordant barri-
ers over a polytope. We show this method has global linear
convergence. Under certain strict-complementarity condi-
tions, we show that this method generates iterates that will
eventually land on the minimal optimal face, and hence it
has (potentially) much faster local linear convergence. Nu-
merical experiments on various applications showcase the
superior practical performance of this method compared to
existing ones.
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MS265

Shortest Paths in Graphs of Convex Sets

Given a graph, the shortest-path problem requires find-
ing a sequence of edges of minimum cost connecting a
source vertex to a target vertex. In this talk we intro-
duce a generalization of this classical problem in which the
position of each vertex in the graph is a continuous de-

cision variable, constrained to lie in a corresponding con-
vex set, and the cost of an edge is a convex function of
the positions of the vertices it connects. Problems of this
form arise naturally in motion planning of autonomous ve-
hicles, robot navigation, and even optimal control of hy-
brid dynamical systems. The price for such a wide appli-
cability is the complexity of this problem, which is eas-
ily seen to be NP-hard. We discuss this novel problem
formulation along with different solution approaches, in-
cluding a strong mixed-integer convex formulation based
on perspective functions. This formulation has a very
tight convex relaxation and makes it possible to efficiently
find globally-optimal paths in large graphs and in high-
dimensional spaces.
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MS265

Computing tighter bounds on the n-queens con-
stant via Newtons method

In recent work Simkin shows that bounds on an exponent
occurring in the famous n-queens problem can be evaluated
by solving convex optimization problems, allowing him to
find bounds far tighter than previously known. In this talk
we use Simkin’s formulation, a sharper bound developed by
Knuth, and a Newton method that scales to large problem
instances, to find even sharper bounds.
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MS265

Learning to Control with Untrusted Advice

Making use of modern black-box ML tools such as deep re-
inforcement learning is potentially transformational for the
control of safety-critical systems. However, such machine-
learned algorithms typically do not have formal guarantees
on their worst-case performance, stability, or safety and are
typically difficult to make use of in distributed, networked
settings. So, while their performance may improve upon
traditional approaches in typical cases, they may perform
arbitrarily worse in scenarios where the training examples
are not representative due to, e.g., distribution shift, or in
situations where global information is unavailable to local
controllers. Thus, a challenging open question emerges:
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Is it possible to provide guarantees that allow black-box
ML tools to be used in safety-critical applications? In this
work, we provide new algorithms for combining model-free
and model-based approaches to yield ML-based control of
non-linear systems with formal guarantees on performance,
stability, safety, and sample complexity.
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MS266

Flag Sums of Squares for Sidorenko’s Conjecture

Sidorenko’s conjecture can be formulated as ”Of all the
graphs with edge density p, the graph with edges cho-
sen uniformly at random (with probability p) contains the
fewest bipartite subgraphs.” This conjecture, first formu-
lated in 1991 by Sidorenko, has received considerable atten-
tion over the last decades, and yet remains open in the gen-
eral case. We provide a new approach based on Razborov’s
flag algebra method. While it was recently shown [Blekher-
man, Raymond, Singh, Thomas, 2020] that flag-sums-of-
squares are not enough to prove even small, known cases
of the conjecture, we provide a strenghtening of the hier-
archy, based on derivatives of subgraph density functions,
which can handle some of these cases.
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On Integrality in SDP Formulations of Combinato-
rial Optimization Problems

It is well-known that if we add integrality constraints to the
semidefinite programming (SDP) relaxation of the max-
cut problem, the resulting integer SDP (ISDP) is an exact
formulation of the problem. In this work we show simi-
lar results for a wide variety of combinatorial optimization
problems for which SDP relaxations have been derived. We
show that the generic vector- and matrix-lifting SDPs for
binary quadratic problems are exact under the presence of
integrality constraints. Moreover, combinatorial problems
that allow a quadratic matrix programming formulation
can be modelled as an ISDP. In particular, this leads to
a compact ISDP formulation for the quadratic assignment
problem. We also show that several structured problems
allow for novel compact ISDP formulations based on alge-
braic notions. Although solving ISDPs is still practically
challenging, these formulations induce new bounds that are
at least as good as their continuous counterparts via La-
grangian duality. Being able to solve the Lagrangian dual
problems via a projected subgradient approach, we show
that this leads to bounds for the max-cut and stable set
problem that are stronger than their standard continuous
SDP bounds.

Frank de Meijer, Renata Sotirov
Tilburg University

f.j.j.demeijer@uvt.nl, r.sotirov@uvt.nl

MS268

Adaptive Sampling Augmented Lagrangian Meth-
ods for Stochastic Constrained Optimization

In this talk, we consider a stochastic augmented La-
grangian framework for solving constrained optimization
problems where the objective function is stochastic and
the constraints are deterministic. We use adaptive sam-
pling methods to solve the inner sub-problems at each it-
eration and establish global convergence under expected
inexactness criteria. We also develop worst-case sample
complexity results and demonstrate the methods perfor-
mance on portfolio optimization, optimal design problems,
and constrained machine learning problems.
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MS268

SGD under Interpolation: Convergence, Line-
Search, and Acceleration.

One of the striking aspects of modern machine learning
methods is their ability to exactly fit, or interpolate, their
training data. This phenomenon occurs most widely in
over-parameterized neural networks, but is also satisfied
by flexible kernel regression and in separable classifica-
tion problems. A multitude of recent works have shown
that stochastic gradient methods achieve the fast conver-
gent rates of their deterministic counterparts in this so-
called ”interpolation setting”. However, these works make
heterogeneous assumptions whose connection to interpola-
tion is not always clear. Moreover, most convergence rates
in the literature are not tight with the best deterministic
analyses. In this talk, we address these issues by develop-
ing a general notion of interpolation based on first-order
oracles. We then use our framework to analyze stochas-
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tic gradient descent (SGD) with a fixed step-size, with a
stochastic Armijo line-search, and with Nesterov acceler-
ation. Our proofs show faster convergence under a wider
range of parameters than existing results and reduce to the
best-known rates in the deterministic setting. For Nesterov
acceleration, the improvement is comparable to dividing by
the square-root of the condition number and addresses crit-
icism that previous analyses could be slower than SGD.
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Towards Noise-Adaptive, Problem-Adaptive (Ac-
celerated) Stochastic Gradient Descent

We aim to make stochastic gradient descent (SGD) adap-
tive to (i) the noise σ2 in the stochastic gradients and (ii)
problem-dependent constants. When minimizing smooth,
strongly-convex functions with condition number κ, we
prove that T iterations of SGD with exponentially decreas-
ing step-sizes and knowledge of the smoothness can achieve

an Õ
(
exp

(−T
κ

)
+ σ2

T

)
rate, without knowing σ2. In order

to be adaptive to the smoothness, we use a stochastic line-
search (SLS) and show (via upper and lower-bounds) that
SGD with SLS converges at the desired rate, but only to
a neighbourhood of the solution. On the other hand, we
prove that SGD with an offline estimate of the smoothness
converges to the minimizer. However, its rate is slowed
down proportional to the estimation error. Next, we prove
that SGD with Nesterov acceleration and exponential step-
sizes (referred to as ASGD) can achieve the near-optimal

Õ
(
exp

(
−T√

κ

)
+ σ2

T

)
rate, without knowledge of σ2. When

used with offline estimates of the smoothness and strong-
convexity, ASGD still converges to the solution, albeit at
a slower rate. Finally, we empirically demonstrate the ef-
fectiveness of exponential step-sizes coupled with a novel
variant of SLS.
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MS269

Strict Monotone Diameters of Lattice Polytopes

I will discuss recent work in which I show that for any d-
dimensional lattice polytope P in [0, k]n and generic linear
objective function there is a monotone path on P of length
at most 2dk from the unique minimum to the unique max-
imum. In the language of Ziegler’s strict monotone Hirsch
conjecture, this result implies the strict monotone diame-
ter satisfies the same best known asymptotic upper bound

as the combinatorial diameter for lattice polytopes.
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Minimum Cost Adaptive Submodular Cover

We consider the problem of minimum cost cover of
adaptive-submodular functions, and provide a 4(lnQ +
1)-approximation algorithm, where Q is the goal value.
This bound is nearly the best possible as the problem
does not admit any approximation ratio better than lnQ
(unless P = NP ). Our result is the first O(lnQ)-
approximation algorithm for this problem. Previously,
O(lnQ)-approximation algorithms were only known as-
suming either independent items or unit-cost items. Fur-
thermore, our result easily extends to the setting where
one wants to simultaneously cover multiple adaptive-
submodular functions: we obtain the first approximation
algorithm for this generalization.
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The Subspace Flatness Conjecture and Faster In-
teger Programming

In a seminal paper, Kannan and Lovász (1988) consid-
ered a quantity μKL(Λ,K) which denotes the best volume-
based lower bound on the covering radius μ(Λ, K) of a
convex body K with respect to a lattice Λ. Kannan and
Lovász proved that μ(Λ,K) ≤ n · μKL(Λ,K) and the
Subspace Flatness Conjecture by Dadush (2012) claims
a O(log n) factor suffices, which would match the lower
bound from the work of Kannan and Lovász. We settle
this conjecture up to a constant in the exponent by prov-
ing that μ(Λ,K) ≤ O(log7(n)) · μKL(Λ,K). Our proof is
based on the Reverse Minkowski Theorem due to Regev
and Stephens-Davidowitz (2017). Following the work of
Dadush (2012, 2019), we obtain a (log n)O(n)-time ran-
domized algorithm to solve integer programs in n variables.
Another implication of our main result is a near-optimal
flatness constant of O(n log8(n)). This is joint work with
Victor Reis.
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MS270

Entropic Regularization for Frank-Wolfe-Type
Methods in Probability Space

We revisit a recent class of Frank-Wolfe-type (FW) algo-
rithms for the optimization of functionals in the space of
probabilities in which Wasserstein balls are defined iter-
atively as trust regions in which we minimize the first-
variation approximation to the underlying objective func-
tion. The first variation (also known as the influence func-
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tion) may be well-defined, even if the Wasserstein gradi-
ent is ill-posed – this occurs, for example, if the influence
function is non-smooth. This situation arises, for instance,
when studying variational representations for rare event es-
timation. We study the complexity of FW methods when
applying entropic regularization techniques in order to ad-
dress these ill-posed situations.
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Efficient Computation of Approximate Global Min-
imizers of Probabilistically Constrained Optimiza-
tion Problems: A Minkowski Functional Approach

We consider optimization problems with probabilistic con-
straints, given by P { ζ | ζ ∈ K(x) }. Suppose K(x) �
{ ζ ∈ K | c(x, ζ) ≥ 0}. Efficient algorithms for comput-
ing approximate global minimizers for such problems are
largely unavailable, motivating the current research. We
consider settings where ζ is uniformly distributed on a con-
vex compact set K and c(x, ζ) is defined as either c(x, ζ) �
1−∣∣ζTx∣∣m andm ≥ 0 (Setting A) or c(x, ζ) � Tx− ζ (Set-
ting B). By leveraging recent findings in the context of non-
Gaussian integrals of positively homogenous functions, we
show that P { ζ | ζ ∈ K(x) } can be expressed as the ex-
pectation of a suitably defined continuous function F (•, ξ)
with respect to an appropriately defined Gaussian density
(or its variant), i.e. Ep̃ [F (x, ξ) ]. Aided by an observa-
tion in convex analysis, we develop convex compositional
representations of such a problem. We present a stochastic
approximation framework for resolving such a problem and
provide rate and complexity guarantees. Preliminary nu-
merics demonstrate the efficiency of the proposed schemes.
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MS270

Stochastic Optimization Over the Space of Mea-
sures: Application to Emergency Response

Motivated by problems in resource logistics, we consider
the question of optimizing a convex functional J over the
space of signed measures on R2 and subject to a “bud-
get constraint.” Assuming J is equipped with a von Mises
derivative, we present a key diagnostic that establishes the
necessary and sufficient conditions for optimality, followed
by a recursion we call measure gradient descent (MGD)

in analogy with the classical gradient descent scheme in
Euclidean space. We show that the functional value se-
quence at the iterates generated by MGD converges to the
minimum of J. For settings where the influence function
underlying the von Mises derivative can be estimated in
an unbiased fashion, MGD leads to stochastic MGD, in
analogy with stochastic gradient descent.
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MS271

A Fast Solver for Endpoint Geodesic Problem on
the Stiefel Manifold under the Canonical Metric

In this paper, we consider the endpoint geodesic prob-
lem under canonical metric on Stiefel manifold Stn,k, the
set of k ordered orthonormal vectors in Rn, that seeks a
Riemannian geodesic joining the given points. This is a
weaker version of the Riemannian logarithm problem seek-
ing the shortest geodesic. An optimization formulation
based on a Riemannian submersion structure is proposed
and a method is derived to construct a descent direction
that leads to local quadratic convergence. Excessive nu-
merical experiments are done to this problem and the pro-
posed solver is shown to have superior efficiency and ro-
bustness comparing to the state-of-the-art solver proposed
in [Ralf Zimmermann and Knut Huper, Computing the
Riemannian Logarithm on the Stiefel Manifold: Metrics,
Methods, and Performance, Algorithm 4]. The numeri-
cal results also shed some light on the corresponding Rie-
mannian logarithm problem for any given points on Stiefel
manifold, which is still an open question.
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MS271

A Riemannian ADMM

We consider a class of Riemannian optimization problems
where the objective is the sum of a smooth function and a
nonsmooth function, considered in the ambient space. This
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class of problems finds important applications in machine
learning and statistics such as the sparse principal com-
ponent analysis, sparse spectral clustering, and orthogonal
dictionary learning. We propose a Riemannian alternating
direction method of multipliers (ADMM) to solve this class
of problems. Our algorithm adopts easily computable steps
in each iteration. The iteration complexity of the proposed
algorithm for obtaining an ε-stationary point is analyzed
under mild assumptions. To the best of our knowledge,
this is the first Riemannian ADMM with provable conver-
gence guarantee for solving Riemannian optimization prob-
lem with nonsmooth objective. Numerical experiments are
conducted to demonstrate the advantage of the proposed
method.
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Rotation Group Synchronization via Quotient
Manifold

Rotation group synchronization is a significant inverse
problem and has attracted intense attention from numer-
ous application fields such as graph realization, computer
vision, and robotics. In this talk, we focus on the least
squares estimator of rotation group synchronization with
general additive noise, which is a nonconvex optimization
problem with manifold constraints. Departing from the
standard approach of utilizing the geometry of the ambi-
ent Euclidean space to study phase/orthogonal group syn-
chronization, we adopt an intrinsic Riemannian approach
to study rotation group synchronization. Benefiting from
a quotient geometric view, we prove the negative definite
condition of quotient Riemannian Hessian around the opti-
mal solution of orthogonal group synchronization problem.
Consequently, the Riemannian local error bound property
holds and can be applied to analyze the convergence prop-
erties of various Riemannian algorithms. On the other
hand, improved estimation results of the spectral and least
squares estimator are derived, which guarantee the tight-
ness of orthogonal group synchronization for solving rota-
tion group version under certain noise level. The sequential
convergence guarantee of the Riemannian (quotient) gra-
dient method for solving orthogonal/rotation group syn-
chronization problem is studied and we derive its linear
convergence rate to the optimal solution with the spec-
tral initialization. All results are deterministic without any
probabilistic model.
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MS272

A Two-Species Model for Pathological Tau Spread-
ing in Alzheimer’s Disease

Image-driven biophysical biomarkers have the potential to
help with disease staging and patient stratification. Here
we focus on biomarkers (parameters and predictions of a
biophysical model) provided by Tau-PET images. In this
talk, we will introduce the qualitative inconsistencies be-
tween tau observations and the popular Fisher-Kolmogorov
(FK) model predictions. To address the problem, we will
present a two-species model, which we term Heterodimer
Fisher-Kolmogorov model (HFK) to represent the normal
tau (healthy and non- observable) and abnormal tau (ob-
servable) progression in AD patients. We conduct clinical
experiments on publicly available datasets focusing on AD
patients, and assess the sensitivity of our model regarding
different parcellations.
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A Scalable Variational Approach for Solving Data-
Consistent Stochastic Inverse Problems

In this presentation, we discuss a scalable approach to ap-
proximate the solution of linear and nonlinear stochastic in-
verse problems using a recently developed approach based
on push-forward probability measures and Bayes rule. Pre-
vious approaches utilized Monte Carlo sampling over the
input stochastic space and kernel density estimation to ap-
proximate push-forward densities which can result in slow
convergence and/or poor scaling with the dimensionality
of the data. In this paper, we develop an approach that
avoids the need for random sampling or density estima-
tion. We adapt a randomized dimension reduction tech-
nique developed for the classical Bayesian maximum a pos-
teriori (MAP) point method to develop a method for the
push-forward based approach which scales with the data,
state, and parameter dimensions. We also extend the push-
forward based approach to the infinite dimensional setting
where the model input parameters may be associated with
a mesh-based approximation of a random field. We show
that from a deterministic point of view, the maximum of
the updated density for the push-forward based method
predicts the mean of the data, and that it removes the
regularization in the directions that are informed by the
map/data. We demonstrate the proposed approach using a
linear inverse problem governed by an advection-diffusion
equation and a nonlinear inverse problem governed by a
hyperelasticity equation.

Tim Wildey
Optimization and Uncertainty Quantification Dept.
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MS273

A Probabilistic Game-Theoretic Vehicle Traffic
Routing Approach

We consider a routing problem for self-interested vehicles
via probabilistic decision strategies. Thanks to a novel ap-
proximation of the road latency functions and a nonlin-
ear variable transformation, we model the problem as an
aggregative game. Then we provide a characterization of
the approximation error and a novel monotonicity condi-
tion for the special class of games that contains that of
the considered routing problem. Next, we propose a semi-
decentralized algorithm for computing a routing decision as
a generalized Nash equilibrium and show the advantages of
the proposed solution via numerical simulations.

Emilio Benenati
TU Delft
e.benenati@tudelft.nl

Sergio Grammatico
ETH
grammatico.sergio@gmail.com

MS273

Accelerated Minimax Algorithms Have Merging
Paths

Recently, several new accelerated methods in minimax op-
timization and fixed point iterations have been discov-
ered. Interestingly, their acceleration relies on the mecha-
nism of anchoring, which retracts the iterates toward the
initial point, and is distinct from Nesterov’s momentum-
based acceleration. We introduce these accelerated algo-
rithms and show that they exhibit what we call the merg-
ing path (MP) property; the trajectories of these algo-
rithms merge quickly. Using this novel MP property, we
establish point convergence of existing accelerated mini-
max algorithms and present new efficient algorithms for the
strongly-convex-strongly-concave setup and for the prox-
grad setup.

Taeho Yoon, TaeHo Yon
Seoul National University
tetrzim@gmail.com, tetrzim@snu.ac.kr

MS274

Programming Soft Materials by Inverse Design

Soft Materials are ubiquitous in everyday life and are cru-
cial in many different forms of revolutionary technologies.
One property of Soft Materials is their ability to self-

assemble into intricate structures from a finite set of build-
ing blocks with continuously tunable parameters. This gi-
ant design space of building blocks is a double-sided sword:
on one side it provides researchers infinite possibilities to
design building blocks for targeted functions, while on the
other side it might take for ever to search the design space.
Here, we propose a new inverse design method that cap-
tures both interaction and geometry of building blocks. By
enabling rigid body functionalities in JAX-MD, an end-to-
end differentiable molecular dynamics engine, we can cre-
ate soft materials model with components that are simple
enough to design yet powerful enough to capture complex
materials properties. In this talk, I will discuss the imple-
mentation of the methods alongside examples to showcase
its potential applications.

Chrisy Xiyu Du
University of Hawai‘i at Manoa
xiyudu@hawaii.edu

MS274

Statistical Mechanics of Wicked Design Problems

Design of complex engineering systems frequently pursues
multiple objectives governed by different stakeholders, re-
quires solutions for incomplete problem specification, and
lacks natural stopping conditions. Together these con-
straints pose design as a Wicked Problem that cannot be
solved via traditional optimization-based techniques. In
this work we generalize the optimization approach with
the Systems Physics framework grounded in maximal en-
tropy statistical mechanics. Statistical mechanics combines
the information about the cost function landscape with ac-
counting for the entropy of solutions. For example Naval
Engineering arrangement problems, Systems Physics un-
covers a host of new phenomena invisible to optimization,
including abrupt phase transitions in design space, variable
robustness of competing architecture classes, and tight in-
terplay of spatial and topological structure of design.

Andrei A. Klishin
University of Washington
University of Michigan
aklishin@uw.edu

MS274

Data-Driven Sparse Sensor Placement for Recon-
struction

TBA

Krithika Manohar
University of Washington
kmanohar@uw.edu

MS275

A Combinatorial Algorithm for Computing the En-
tire Sequence of the Maximum Degree of Minors of
a Generic Partitioned Polynomial Matrix with 2×2
Submatrices

In this talk, we consider the problem of computing the en-
tire sequence of the maximum degree of minors of a block-
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structured symbolic matrix (a generic partitioned polyno-
mial matrix) A = (Aαβxαβt

dαβ ), where Aαβ is a 2 × 2
matrix over a field F, xαβ is an indeterminate, and dαβ is
an integer for α = 1, 2, . . . , μ and β = 1, 2, . . . , ν, and t is
an additional indeterminate. This problem can be viewed
as an algebraic generalization of the maximum weight bi-
partite matching problem. The main result of this study is
a combinatorial O(μνmin{μ, ν}2)-time algorithm for com-
puting the entire sequence of the maximum degree of mi-
nors of a (2 × 2)-type generic partitioned polynomial ma-
trix of size 2μ × 2ν. We also present a minimax theorem,
which can be used as a good characterization (NP ∩ co-NP
characterization) for the computation of the maximum de-
gree of minors of order k. Our results generalize the clas-
sical primal-dual algorithm (the Hungarian method) and
minimax formula (Egerváry’s theorem) for the maximum
weight bipartite matching problem.

Yuni Iwamasa
Kyoto University
iwamasa@i.kyoto-u.ac.jp

MS275

Algebraic Algorithms for Fractional Linear Ma-
troid Parity Via Non-Commutative Rank

Matrix representations are a powerful tool for designing
efficient algorithms for combinatorial optimization prob-
lems such as matching, and linear matroid intersection and
parity. In my talk, we initiate the study of matrix rep-
resentations using the concept of non-commutative rank
(nc-rank), which has recently attracted attention in the re-
search of Edmonds’ problem. We reveal that the nc-rank
of the matrix representation of linear matroid parity cor-
responds to the optimal value of fractional linear matroid
parity: a half-integral relaxation of linear matroid parity.
Based on our representation, we present an algebraic al-
gorithm for the fractional linear matroid parity problem
by building a new technique to incorporate the search-
to-decision reduction into the half-integral problem repre-
sented via the nc-rank. We further present a faster divide-
and-conquer algorithm for finding a maximum fractional
matroid matching and an algebraic algorithm for finding a
dual optimal solution. They together lead to an algebraic
algorithm for the weighted fractional linear matroid par-
ity problem. Our algorithms are significantly simpler and
faster than the existing algorithms.

Taihei Oki
The University of Tokyo
oki@mist.i.u-tokyo.ac.jp

MS275

Shrunk Subspaces Via Operator Sinkhorn Iteration

A recent breakthrough in Edmonds’ problem showed that
the noncommutative rank can be computed in determin-
istic polynomial time, and various algorithms for it were
devised. However, only quite complicated algorithms are
known for finding a so-called shrunk subspace, which acts
as a dual certificate for the value of the noncommutative
rank. In particular, the operator Sinkhorn algorithm, per-
haps the simplest algorithm to compute the noncommu-

tative rank with operator scaling, does not find a shrunk
subspace. Finding a shrunk subspace plays a key role in ap-
plications, such as separation in the Brascamp-Lieb poly-
tope, one-parameter subgroups in the null-cone member-
ship problem, and primal-dual algorithms for matroid in-
tersection and fractional matroid matching. In this talk, we
provide a simple Sinkhorn-style algorithm to find the small-
est shrunk subspace over the complex field in deterministic
polynomial time. To this end, we introduce a generaliza-
tion of the operator scaling problem, where the spectra
of the marginals must be majorized by specified vectors.
Then we design an efficient Sinkhorn-style algorithm for
the generalized operator scaling problem. Applying this to
the shrunk subspace problem, we show that a sufficiently
long run of the algorithm also finds an approximate shrunk
subspace close to the minimum exact shrunk subspace. Fi-
nally, we show that the approximate shrunk subspace can
be rounded if it is sufficiently close.

Cole Franks, Tasuku Soma
MIT
franks@mit.edu, tasuku@mit.edu

Michel Goemans
Massachusetts Institute of Technology
goemans@math.mit.edu

MS276

Decision-Aware Data Aggregation

When one has to solve many stochastic optimization prob-
lems where one only has limited data per problem, the most
natural approach is data aggregation. For example, in set-
ting prices for many distinct products each with limited
sales history, a common heuristic is first to cluster the prod-
ucts (e.g. with k-means clustering) and then treat all prod-
ucts within a cluster identically (set a single price). While
such data aggregation heuristics abound, they typically fol-
low an “estimate-then-optimize” paradigm – i.e., the ag-
gregation step is agnostic to the form of the downstream
optimization problem. We propose novel decision-aware
algorithms for data aggregation that adapt to the down-
stream optimization problem when aggregating. We show
these variants are tractable and improve upon estimate-
then-optimize approaches. We complement these empirical
results with theoretical analysis establishing best-in-class
performance for these approaches as the number of prob-
lems grows large, even when the amount of data remains
small and constant.

Vishal Gupta
University of Southern California
guptavis@usc.edu

MS276

Integrated Conditional Estimation-Optimization

Many real-world optimization problems involve uncertain
parameters with probability distributions that can be esti-
mated using contextual feature information. In contrast to
the standard approach of first estimating the distribution
of uncertain parameters and then optimizing the objective
based on the estimation, we propose an integrated condi-
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tional estimation-optimization (ICEO) framework that es-
timates the underlying conditional distribution of the ran-
dom parameter while considering the structure of the opti-
mization problem. We directly model the relationship be-
tween the conditional distribution of the random parameter
and the contextual features, and then estimate the proba-
bilistic model with an objective that aligns with the down-
stream optimization problem. We show that our ICEO
approach is asymptotically consistent under moderate reg-
ularity conditions and further provide finite performance
guarantees in the form of generalization bounds. Compu-
tationally, performing estimation with the ICEO approach
is a non-convex and often non-differentiable optimization
problem. We propose a general methodology for approxi-
mating the potentially non-differentiable mapping by a dif-
ferentiable one, which greatly improves the performance of
gradient-based algorithms applied to the non-convex prob-
lem. Numerical experiments are also conducted to show
the empirical success of our approach in different situa-
tions including with limited data samples and model mis-
matches.

Paul Grigas
University of California- Berkeley
pgrigas@berkeley.edu

Meng Qi
Cornell University
mq56@cornell.edu

Zuo-Jun Shen
University of California- Berkeley
maxshen@berkeley.edu

MS276

Decision-making with Side Information: A Causal
Transport Robust Approach

We consider stochastic optimization with side information
where, prior to decision-making, covariate data are avail-
able to inform better decisions. In particular, we propose
to consider a distributionally robust formulation based on
causal transport distance. Compared with divergence and
Wasserstein metric, the causal transport distance is bet-
ter at capturing the information structure revealed from
the conditional distribution of random problem parameters
given the covariate values. We derive a dual reformulation
for evaluating the worst-case expected cost and show that
the worst-case distribution in a causal transport distance
ball has a similar conditional information structure as the
nominal distribution. When optimizing over affine deci-
sion rules, we identify cases where the overall problem can
be solved by convex programming. When optimizing over
all (non-parametric) decision rules, we identify a new class
of robust optimal decision rules when the cost function is
convex with respect to a one-dimensional decision variable.

Luhao Zhang
University of Texas, Austin

luhaozhang@utexas.edu

MS277

Under-Counted Tensor Completion with Neural
Side Information Learner: Recoverability and Al-
gorithm

Systematical unknown under-counting effects are observed
in data collected across many disciplines, e.g., ecology and
epidemiology. Under-counted tensor completion (UC-TC)
is therefore well-motivated. However, theory and methods
for UC-TC have been largely elusive. The closest prior
work is an under-counted matrix completion (UC-MC) ap-
proach by Fu et al. There, the ground-truth (fully counted)
data entries were modeled as Poisson parameters with low
matrix rank characterizations; and a linear function-based
side information learner was used to assist modeling the
under-counting effect. Nonetheless, the over-simplified lin-
ear side information learner struggles to accurately reflect
the complex relation between the side information and the
under-counting effect. In addition, there is a lack of under-
standing of the effectiveness of the UC-MC method. This
work puts forth a nontrivial generalization of the UC-MC
framework for UC-TC tasks. A low-rank Poisson tensor
model with an expressive unknown nonlinear side informa-
tion extractor is proposed for modeling the generative pro-
cess of under-counted multi-aspect data. A joint low-rank
tensor completion and neural network learning algorithm
is devised for efficiently handling our UC-TC formulation.
Moreover, recoverability analysis is provided to support our
design. The recoverability result stands as the first of its
kind, to our best knowledge.

Xiao Fu, Shahana Ibrahim
Oregon State University
xiao.fu@oregonstate.edu, ibrahish@oregonstate.edu

MS277

Weighted Factor Match Score - a Tensor Kernel

When the data samples to be classified are given as tensors,
it is beneficial to exploit the multidimensional structure
in order to preserve structure and consequently, improved
accuracy. A kernelized support vector machine that acts
on tensor data (also called support tensor machine, STM)
makes use of kernels that are designed specifically for ten-
sors or even for low-rank tensor decompositions. Recently,
the DuSK kernel has exhibited superior performance on
data given in the CP format. In previous work, we gen-
eralized the DuSK kernel to the TT format, thus allowing
for more efficient computation of the kernel and often also
better accuracy with more stable model. Here, we com-
pare and investigate the strengths of different kernels both
on simulated and real world data, resulting in a new ker-
nel that is based on the factor match score and further
improves accuracy and efficiency.

Kirandeep Kour
Max Planck Institute for Dynamics of Complex Technical
Systems, Magdbeurg
kour@mpi-magdeburg.mpg.de
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MS277

A Non-Negative Probabilistic Tensor Decomposi-
tion and Applications in Cancer Genomics

The tumor microenvironment (TME) is a complex milieu
around the tumor, whereby cancer cells interact with stro-
mal, immune, vascular, and extracellular components. The
TME is being increasingly recognized as a key determinant
of tumor growth, disease progression, and response to ther-
apies. We build a generalizable and robust tensor-based
framework capable of integrating dissociated single-cell and
spatially resolved RNA-seq data for a comprehensive anal-
ysis of the TME. Tensors are a generalization of matrices to
higher dimensions. Tensor methods are known to be able
to successfully incorporate data from multiple sources and
perform a joint analysis of heterogeneous high-dimensional
data sets. The methodologies developed as part of this ef-
fort will advance our understanding of the TME in multiple
directions. These include cellular heterogeneity within the
TME, crosstalks between cells, and tumor-intrinsic path-
ways stimulating tumor growth and immune evasion.

Neriman Tokcan
Broad Institute of MIT and Harvard
neriman.tokcan@umb.edu

MS278

Elastic constant determination using DFO analysis
of resonant ultrasound spectroscopic data

Resonant Ultrasound Spectroscopy (RUS) has been a pop-
ular and well-studied technique for measuring elastic con-
stants of crystalline materials ever since the pioneering
work of Migliori some 30 years ago. RUS measurements
are performed using minimal-contact source and receiver
transducers, which excite and record the resonant response
of the sample as a function of frequency. For a well-
characterized sample geometry and a sufficient number of
measured lowest-order resonances, a very accurate determi-
nation of elastic constants can be achieved. The resulting
(ideal) optimization problem is convex and involves any-
where from two to twenty-one decision variables depend-
ing on the crystal symmetry of the sample. A significant
difficulty sometimes arises from the fact that the nature
of the experiment and sample geometry can result in some
missing or hidden data. We introduce a modified objective

that is robust to missing data but also renders the opti-
mization problem nonsmooth and non-convex. We employ
an instance of Mesh Adaptive Direct Search (EAD-MADS)
which includes primary directions drawn from a sequence
of uniform hypersphere partitions and positive basis con-
struction using a QR construction or Householder trans-
formation. Simple box constraints are enforced using an
extreme barrier approach. We present results for samples
of relatively simple crystal symmetry and geometry using
data obtained from other researchers.

Tom Asaki
Washington State University
tasaki@wsu.edu

MS278

Scalable Bayesian optimization for noisy problems

Stochastic simulators may exhibit low signal-to-noise ra-
tios, hence requiring large budget of evaluations to find
accurate solutions. For deterministic and high signal to
noise ratio problems, Bayesian optimization is a sample ef-
ficient technique. In particular, recent works have shown
the interest of combining it with trust region methods to
help convergence. Here we revisit this combination for nois-
ier problems, when the number of evaluations may reach
millions or even billions. We build upon local heteroscedas-
tic Gaussian process modeling to adapt to both noise and
nonstationarity, while adapting the degree of replication at
each design to scale with respect to the number of observa-
tions. In particular, our method is able to identify solutions
with an arbitrary precision. We illustrate our method on
several synthetic test cases, as well as some more realistic
ones.

Mickael Binois
Inria
mickael.binois@inria.fr

MS278

Exploiting problem structures in multiobjective
optimization

In this talk, we introduce our response surface modeling
and optimization framework ParMOO for building custom
multiobjective optimization solvers. We will describe how
ParMOO enables users to exploit a broad range of struc-
tures that commonly arise in multiobjective simulation op-
timization problems, in order to accelerate convergence.
We will then explore how exploiting these problem struc-
ture affects performance with surprising results, and dis-
cuss possible explanations.

Tyler H. Chang
Argonne National Laboratory
tchang@anl.gov
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LANS, Mathematics and Computer Science
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MS279

The Geometry of Random Kaczmarz: Problems
and Opportunities

I will discuss a couple of recent results that provide a rather
clear picture of the geometry underlying the Random Kacz-
marz method. This allows us to discuss a couple of exciting
open problems that merge geometry and probability in a
nice way.

Stefan Steinerberger
University of Washington
steinerb@uw.edu

MS279

Faster Randomized Block Sparse Kaczmarz by Av-
eraging

The standard randomized sparse Kaczmarz (RSK) method
is an algorithm to compute sparse solutions of linear sys-
tems of equations and uses sequential updates, and thus,
does not take advantage of parallel computations. In this
work, we introduce a parallel (mini batch) version of RSK
based on averaging several Kaczmarz steps. Naturally,
this method allows for parallelization and we show that
it can also leverage large over-relaxation. We prove linear
expected convergence and show that, given that parallel
computations can be exploited, the method provably pro-
vides faster convergence than the standard method. This
method can also be viewed as a variant of the linearized
Bregman algorithm, a randomized dual block coordinate
descent update, a stochastic mirror descent update, or a
relaxed version of RSK and we recover the standard RSK
method when the batch size is equal to one. We also pro-
vide estimates for inconsistent systems and show that the
iterates convergence to an error in the order of the noise
level. Finally, numerical examples illustrate the benefits of
the new algorithm

Lionel Tondji
TU Braunschweig
l.ngoupeyou-tondji@tu-braunschweig.de

MS279

On the Fast Convergence of Minibatch Heavy Ball
Momentum

Simple stochastic momentum methods are widely used in
machine learning optimization, but their good practical
performance is at odds with an absence of theoretical guar-
antees of acceleration in the literature. In this work, we aim
to close the gap between theory and practice by showing
that stochastic heavy ball momentum, which can be inter-
preted as a randomized Kaczmarz algorithm with momen-
tum, retains the fast linear rate of (deterministic) heavy
ball momentum on quadratic optimization problems, at
least when minibatching with a sufficiently large batch size
is used. The analysis relies on carefully decomposing the
momentum transition matrix, and using new spectral norm
concentration bounds for products of independent random

matrices. We provide numerical experiments to demon-
strate that our bounds are reasonably sharp.

Rachel Ward
Department of Mathematics
University of Texas at Austin
rward@math.utexas.edu

MS280

Polynomial Convergence of Diffusion Models Un-
der Minimal Data Assumptions

We provide theoretical convergence guarantees for score-
based generative models (SGMs) such as denoising diffu-
sion probabilistic models (DDPMs), which constitute the
backbone of large-scale real-world generative models such
as DALLE 2. Our main result is that, assuming accurate
score estimates, such SGMs can efficiently sample from es-
sentially any realistic data distribution. In contrast to prior
works, our results (1) hold for an L2-accurate score esti-
mate (rather than L8-accurate); (2) do not require restric-
tive functional inequality conditions that preclude substan-
tial non-log-concavity; (3) scale polynomially in all relevant
problem parameters; and (4) match state-of-the-art com-
plexity guarantees for discretization of the Langevin diffu-
sion, provided that the score error is sufficiently small. We
view this as strong theoretical justification for the empiri-
cal success of SGMs. We also examine SGMs based on the
critically damped Langevin diffusion (CLD). Contrary to
conventional wisdom, we provide evidence that the use of
the CLD does not reduce the complexity of SGMs.
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MS280

Convergence of Stein Variational Gradient Descent
under a Weaker Smoothness Condition

Stein Variational Gradient Descent (SVGD) is an impor-
tant alternative to the Langevin-type algorithms for sam-
pling from probability distributions of the form p(x) ?
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exp(-V (x)). In the existing theory of Langevin-type al-
gorithms and SVGD, the potential function V is often as-
sumed to be L-smooth. However, this restrictive condition
excludes a large class of potential functions such as poly-
nomials of degree greater than 2. Our paper studies the
convergence of the SVGD algorithm for distributions with
(L0, L1)-smooth potentials. This relaxed smoothness as-
sumption was introduced by Zhang et al. [2019a] for the
analysis of gradient clipping algorithms. With the help of
trajectory-independent auxiliary conditions, we provide a
descent lemma establishing that the algorithm decreases
the KL divergence at each iteration and prove a complex-
ity bound for SVGD in the population limit in terms of the
Stein Fisher information.

Avetik Karagulyan, Lukang Sun, Peter Richtarik
King Abdullah University of Science & Technology
(KAUST)
auavetik@gmail.com, lukang.sun@kaust.edu.sa, Pe-
ter.Richtarik@kaust.edu.sa

MS280

Convergence of Score-Based Generative Modeling

Score-based generative modeling (SGM) is a highly success-
ful approach for learning a probability distribution from
data and generating further samples, based on learning
the score function (gradient of log-pdf) and then using it
to simulate a stochastic differential equation that trans-
forms white noise into the data distribution. We develop
a convergence theory for SGM’s which applies to any dis-
tribution with bounded 2nd moment, with polynomial de-
pendence on all parameters and no reliance on smooth-
ness or functional inequalities. We give an error of � in
KL-divergence to the variance-δ perturbation of the data
distribution with Õ(d2 log2(1/δ)/�2) steps, and TV guaran-
tees under smoothness of the data distribution. Our analy-
sis builds on the Girsanov framework by incorporating the
high-probability smoothing effect of the forward diffusion
and quantifies the effect of step size schedule. Based on
the papers:

1. Holden Lee, Jianfeng Lu, Yixin Tan. Convergence
for score-based generative modeling with polynomial
complexity. https://arxiv.org/abs/2206.06227

2. Holden Lee, Jianfeng Lu, Yixin Tan. Convergence
of score-based generative modeling for general data
distributions. https://arxiv.org/abs/2209.12381

3. Hongrui Chen, Holden Lee, Jianfeng Lu. Improved
Analysis of Score-based Generative Modeling: User-
Friendly Bounds under Minimal Smoothness Assump-
tions. https://arxiv.org/abs/2211.01916

Holden Lee
Johns Hopkins University
hlee283@jhu.edu

MS281

Efficient Discretizations for Trajectory Optimiza-
tion

Spectral collocation is a popular way of discretizing tra-
jectory optimization problems. The approach – which is

also called ”pseudospectral” – requires that the equations
of motion hold exactly at finitely many times. These collo-
cation times are chosen with the infinite-dimensional prob-
lem in mind: an order n polynomial that interpolates an
analytic function f at n such times will converge geomet-
rically to f as n → ∞. In this talk, we will go further.
We will share practical methods that efficiently solve tra-
jectory optimization problems by leveraging more of their
infinite-dimensional structure. This perspective motivates
a right preconditioner for spectral collocation. We will also
discuss the connections between this structure and the op-
timization itself, including adaptive and inexact algorithms
that we find effective.

Aurya Javeed
Sandia National Laboratories
asjavee@sandia.gov

MS281

Optimal Control of a Quasi-Variational Sweeping
Process

The talk addresses the study of a class of evolutionary
quasi-variational inequalities of the parabolic type arising
in the formation and growth models of granular and co-
hensionless materials. Such models and their mathemati-
cal descriptions are highly challenging and require powerful
tools of their analysis and implementation. We formulate
a spacetime continuous optimal control problem for a basic
model of this type, develop several regularization and ap-
proximation procedures, and establish the existence of op-
timal solutions for the time-continuous and space-discrete
problem. Viewing a version of this problem as a controlled
quasi-variational sweeping process leads us to deriving nec-
essary optimality conditions for the fully discrete problem
by using the advanced machinery of variational analysis
and generalized differentiation.

Nguyen-Truc-Dao Nguyen
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MS281

Birkhoff Theory for Fast Dynamic Optimization

In 2007, SIAM News ran a page 1 article that announced,
“Pseudospectral Optimal Control Theory Makes Debut
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Flight, Saves NASA $1M in Under Three Hours. Since
this historic flight, dynamic optimization methods based
on pseudospectral theory have exploded in popularity and
have formed the backbone of a vast number of software
products developed around the world. In a sharp de-
parture from this highly successful Lagrange collocation
method, we propose a new starting point based on “univer-
sal” Birkhoff interpolants. The Birkhoff approach offers a
substantial computational upgrade to the Lagrange theory
in at least three ways: (1) the Birkhoff-specific primal-dual
computations are isolated to a linear system even for non-
linear, nonconvex problems, (2) dualization and discretiza-
tion operations are commutable under mild hypotheses,
and (3) the condition number of a key linear system is com-
pletely flattened when the grid is selected from a family of
Gegenbauer node points. Combined with recent advances
in spectral methods, the Birkhoff approach holds the po-
tential to generate real-time solutions to dynamic optimiza-
tion problems governed by ordinary differential equations.
The problem formulation scales gracefully with the addi-
tion of algebraic path constraints and can handle various
boundary conditions of practical interest. Illustrative nu-
merical examples from aerospace engineering will be pre-
sented to demonstrate various features of the new theory.

Isaac M. Ross
Naval Postgraduate School
imross@nps.edu

MS282

Operator Splitting Based Newton-type Method for
Constrained Optimization

We present a super linearly convergent Newton-type
method for solving constrained optimization problems.
The algorithm is constructed based on operator splitting,
by iteratively taking a Newton step for the minimization
problem, followed by a Newton-type step for imposing the
constrains. Both smooth and semismooth, equality and in-
equality constrains and smooth and semismooth objectives
can be handled. The analysis of the convergence rate is
done by employing a general framework, centered around
a generalization of semismoothness called Newton differ-
entiability, that can yield convergence rate results for a
general class of Newton-type methods.
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MS282

A First Order Method for Nonsmooth Convex Bi-
Level Optimization Problems

In this talk, I will discuss the Bi-Sub-Gradient (Bi-SG)
method, which is a generalization of the classical sub-
gradient method to the setting of convex bi-level optimiza-
tion problems. This is a first-order method that is very easy
to implement in the sense that it requires only a computa-
tion of the associated proximal mapping or a sub-gradient
of the outer non-smooth objective function, in addition to
a proximal gradient step on the inner optimization prob-

lem. We show, under very mild assumptions, that Bi-SG
tackles bi-level optimization problems and achieves sub-
linear rates both in terms of the inner and outer objective
functions. Moreover, if the outer objective function is ad-
ditionally strongly convex (still could be non-smooth), the
outer rate can be improved to a linear rate.
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MS282

Proximal Based Methods: Recent Advances

Proximal based methods are nowadays extensively used
and provide a powerful and fundamental paradigm for effi-
ciently solving many classes of well structured optimiza-
tion problems. We will discuss some of the recent de-
velopments on proximal based algorithms and their vari-
ants, highlighting extension and progress on their theoreti-
cal convergence/complexity analysis, as well as some of the
involved difficulties.
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MS283

On the Equivalence of Metric Regularity and
Strong Metric Regularity in Generalized Equations

Strong metric regularity of generalized equations, intro-
duced by Robinson in the early 1980s, plays a crucial role
in local convergence analysis of important numerical algo-
rithms including the Newton method. It was shown by
Dontchev and Rockafellar that this property is equivalent
to metric regularity for a particular class of generalized
equations, defined by the normal cone to a polyhedral con-
vex set. In this talk, we discuss how the same equiva-
lence can be obtained for a large class of generalized equa-
tions at their nondegenerate solutions. Our approach re-
lies upon a second-order variational property, called strict
proto-differentiability, which can be characterized via a rel-
ative interior condition for important classes of functions
in variational analysis. This talk is based on joint works
with Nguyen T. V. Hang.
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Variational Convexity of Functions and Variational
Sufficiency in Optimization

The talk introduces the study, characterizations, and appli-
cations of variational convexity of functions, the property
that has been recently introduced by Rockafellar together
with its strong counterpart. First we show that these vari-
ational properties of an extended-real-valued function are
equivalent to, respectively, the conventional (local) convex-
ity and strong convexity of its Moreau envelope. Then we
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derive new characterizations of both variational convexity
and variational strong convexity of general functions via
their second-order subdifferentials (generalized Hessians),
which are coderivatives of subgradient mappings. We also
study relationships of these notions with local minimiz-
ers and tilt-stable local minimizers. The obtained results
are used for characterizing related notions of variational
and strong variational sufficiency in composite optimiza-
tion with applications to nonlinear programming.
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MS284

An Inexact Restoration Direct MultiSearch Filter
Approach to Biobjective Constrained Optimization

In practical applications, it is common to have several con-
flicting objective functions to optimize. Frequently, these
functions are of black-box type, preventing the use of multi-
objective derivative-based optimization techniques. Direct
Multisearch (DMS) is a multiobjective derivative-free opti-
mization class of methods, with a well-established conver-
gence analysis and competitive computational implemen-
tations, often successfully used for benchmark of new algo-
rithms and in practical applications. From the theoretical
point of view, DMS is developed for continuous optimiza-
tion with general constraints, making use of an extreme
barrier approach, only evaluating feasible points. In this
work, we propose the integration of a filter approach in
DMS with an inexact feasibility restoration step, to ad-
dress constrained biobjective optimization problems. The
violations of the nonlinear constraints are aggregated and
are treated as an additional objective to be minimized. Ev-
ery time that the algorithm selects an infeasible point as
iteration center, an inexact restoration step is performed,
in an attempt of restoring feasibility. We will describe the
proposed algorithmic structure in detail, provide results on
the theoretical properties of the method, and report nu-
merical experiments that state the competitiveness of this
approach to address nonlinear constraints.
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Robust Optimization of Uncertain Multiobjective
Problems by a Set Approach

Set-valued optimization using the set approach is a research
topic of high interest due to its practical relevance and nu-
merous interdependencies to other fields of optimization.
An important example are robust approaches to uncertain
multiobjective optimization problems which result in such
set optimization problems. However, it is a very difficult
task to solve these optimization problems even for specific
cases. In this talk, we present parametric multiobjective
optimization problems for which the optimal solutions are
strongly related to the optimal solutions of the set opti-
mization problems. This corresponds to the well-known
idea of scalarization in multiobjective optimization. By us-
ing such an approach together with epigraphical reformu-
lations, we can approximate the solution set of uncertain
multiobjective problems with desired accuracy.
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Novel Approaches for Multi-Objective Cardinality-
Constrained Optimization Problems

In this work, we consider multi-objective optimization
problems with a cardinality constraint on the vector of
variables and, possibly, additional bound constraints. For
this class of problems, we propose two novel approaches:
the first one aims to find a single Pareto optimal solu-
tion, while the second one to approximate the whole Pareto
front of the problem at hand. For both methods, we con-
duct a rigorous theoretical analysis, proving their proper-
ties of convergence to points satisfying necessary conditions
for global optimality. Some preliminary numerical experi-
ments have been carried out, showing the effectiveness of
our approaches with respect to other state-of-the-art meth-
ods from the literature.
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ProxSkip and Its Variance-Reduced Version for
Federated Learning

We study distributed optimization methods based on the
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local training (LT) paradigm: achieving communication ef-
ficiency by performing richer local gradient-based training
on the clients before parameter averaging. Looking back
at the progress of the field, we identify 5 generations of
LT methods: 1) heuristic, 2) homogeneous, 3) sublinear, 4)
linear, and 5) accelerated. The 5th generation, initiated by
the ProxSkip method and its analysis, is characterized by
the first theoretical confirmation that LT is a communica-
tion acceleration mechanism. Additionally, we contribute
to the 5th generation of LT methods by showing that it
is possible to enhance them further using variance reduc-
tion. While all previous theoretical results for LT methods
ignore the cost of local work altogether, and are framed
purely in terms of the number of communication rounds,
we show that our methods can be substantially faster in
terms of the total training cost than the state-of-the-art
method ProxSkip in theory and practice in the regime when
local computation is sufficiently expensive. We character-
ize this threshold theoretically, and confirm our theoretical
predictions with empirical results.
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Differentially Private Algorithm for Constrained
Federated Learning

Differentially private federated learning (FL) is a privacy-
preserving machine learning (ML) that enables learning
from the distributed data owned by multiple agents with-
out the need for transferring the data into a central server
while guaranteeing differential privacy (DP) against infer-
ence attacks. In practice, the agents often need to impose
constraints on the model parameters of the training mod-
els for explaining decisions suggested by ML models, pro-
moting fair decisions, and observing some physical laws.
For such constrained FL models, we develop an inexact al-
ternating direction method of multipliers algorithm with
the objective perturbation method that injects the noise
into the loss function for DP. In particular, the pertur-
bation method enables the resulting parameters to satisfy
the constraints and the outperformance as compared with

the state-of-the-art algorithms based on the output per-
turbation. We further enhance the training algorithm by
reducing the communication costs of multiple local update
technique. We show the privacy and convergence analyses
of the proposed algorithm for convex constrained FL. Us-
ing datasets for image classification, we demonstrate that
our algorithm significantly reduces the testing error com-
pared with the existing DP algorithms while achieving the
same level of data privacy.
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Efficient Algorithms for Non-Convex Federated
Learning on Heterogeneous Data

Federated learning is a paradigm for machine learning
where multiple data holders (clients) collaborate to train a
model on their combined dataset. Clients only share par-
tially trained models and other statistics computed from
their dataset, while their raw data remains local and pri-
vate. Statistical heterogeneity between clients pose severe
optimization difficulties in FL: data-heterogeneity can slow
down the training and reduce accuracy of the trained mod-
els. While this training difficulty can be mitigated for con-
vex learning tasks control mechanisms, these techniques do
not yet work satisfactory on non-convex problems that are
ubiquitous in data-science and deep-learning. In this work
we discuss why methods designed for the convex domain
cannot transfer their properties to the non-convex regime.
We further present efficient solutions that outperform the
state of the art FedAvg on non-convex heterogeneous data.
We demonstrate the effectiveness of the proposed scheme
on standard computer vision benchmarks.
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On the Centralization of the Circumcentered-
Reflection Method

In this talk, we present the first circumcenter iteration
scheme that does not employ a product space reformulation
for finding a point in the intersection of two closed con-
vex sets. We introduce a so-called centralized version of
the circumcentered-reflection method (CRM). Developed
with the aim of accelerating classical projection algorithms,
CRM is successful for tracking a common point of a fi-
nite number of affine sets. In the case of general convex
sets, CRM was shown to possibly diverge if Pierras prod-
uct space reformulation is not used. In this work, we prove
that there exists an easily reachable region consisting of
what we refer to as centralized points, where pure circum-
center steps possess properties yielding convergence. The
resulting algorithm is called centralized CRM (cCRM). In
addition to having global convergence, cCRM converges
linearly under an error bound condition, and superlinearly
if the two target sets are so that their intersection have
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nonempty interior and their boundaries are locally differ-
entiable manifolds. We also present numerical experiments
with successful results.

Roger Behling
Fundação Getûlio Vargas
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Second-Order Optimization with Lazy Hessians

We analyze Newton’s method with lazy Hessian updates for
solving general possibly non-convex optimization problems.
We propose to reuse a previously seen Hessian for several
iterations while computing new gradients at each step of
the method. This significantly reduces the overall arith-
metical complexity of second-order optimization schemes.
By using the cubic regularization technique, we establish
fast global convergence of our method to a second-order
stationary point, while the Hessian does not need to be
updated each iteration. For convex problems, we justify
global and local superlinear rates for lazy Newton steps
with quadratic regularization, which is easier to compute.
The optimal frequency for updating the Hessian is once ev-
ery d iterations, where d is the dimension of the problem.
This provably improves the total arithmetical complexity
of second-order algorithms by a factor

√
d.
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A Unified Analysis of Descent Sequences in
Weakly Convex Optimization, Including Conver-
gence Rates for Bundle Methods

We present a framework for analyzing the convergence and
the respective rate of convergence of a class of descent al-
gorithms, when the objective function is weakly convex.
The framework is general, combining the possibility of ex-
plicit iterations (based on the gradient or a subgradient at
the current iterate), implicit iterations (using a subgradi-
ent at the next iteration, like in the proximal schemes), as
well as iterations when the associated subgradient is spe-
cially constructed at an auxiliary point (this is the case of
descent steps in bundle methods). Under a subdifferential-
based error bound on the distance to critical points, linear
rates of convergence are established. Our analysis applies,
among other techniques, to prox-descent for decomposable
functions, the proximal-gradient method for a sum of func-
tions, redistributed bundle methods, and a class of algo-
rithms that can be cast in the feasible descent framework
for constrained optimization.
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A Primal-Dual Interior Method Based on An Iter-
ative Trust-Region Solver

Implementations of interior-point methods for large-scale
nonlinearly constrained optimization generally avoid the
use of iterative methods for solving the primal-dual
Karush-Kuhn-Tucker (KKT) system in favor of methods
based on a sparse symmetric indefinite factorization. For
nonconvex problems the need for some procedure to en-
sure that progress can be made with the resulting direction
makes it difficult to apply iterative solvers. In this talk we
present a new method for formulating the symmetric indef-
inite KKT system that provides a well-conditioned trust-
region subproblem. In addition, a new iterative method is
proposed for solving the trust-region subproblem based on
the Lanczos process. Numerical results from the CUTEst
test collection demonstrate that the method improves the
overall performance of the interior-point method, as well
as reducing the computational work required to solve the
trust-region subproblem compared to the More-Sorensen
approach.
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Recent Developments in the Polyhedral Active Set
Algorithm

The Polyhedral Active Set Algorithm (PASA) is designed
to optimize a general nonlinear function over a polyhe-
dron. Phase one of the algorithm is a nonmonotone gradi-
ent projection algorithm, while phase two is an active set
algorithm that explores faces of the constraint polyhedron.
Two different implementations of phase two have been de-
veloped; one implementation generates iterates by a lim-
ited memory nonlinear conjugate gradient method, while
the other implementation employs a quadratic model for
the objective and iterates that approximate minimizers of
the quadratic. A unified algorithm is now developed which
dynamically chooses between the implementations of phase
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two in an effort to optimize performance.
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Communication-Efficient Hessian-Based Federated
Optimization

Second-order methods are underutilized in federated learn-
ing due to the cost of computing and communicating the
Hessian or Jacobian matrices. This issue is exacerbated by
the growing sizes of deep learning models and presents a
bottleneck in applications requiring second-order informa-
tion such as Newton’s method, bilevel programming, and
implicit deep learning. The primary contribution of this
work is Hessian-based algorithms in which each client only
stores and communicates vectors. To this end, we iden-
tify the decentralized computation of inverse matrix-vector
product (IMVP) as the central challenge and develop ef-
ficient solutions that interpret IMVP as the solution of a
system of linear equations. To solve IMVP with vector
costs, we leverage Neumann series approximation and pro-
pose a novel method called FedIMVP. Our method achieves
a significant improvement in convergence rate and commu-
nication rounds over the prior art. Finally, we apply our
FedIMVP solver to develop an efficient and provable fed-
erated stochastic Newton algorithm. To our knowledge,
this represents two major improvements over existing liter-
ature on Newton-like methods: 1) it operates with vector
costs, and 2) benefits from local training. Under deter-
ministic samples, this also leads to an efficient federated
Newton algorithm with quadratic convergence. Our eval-
uations show the benefit of our algorithms (for FedIMVP
and FedNewton) and shed light on the fundamental com-
munication/computation tradeoffs.
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Solving Cut-Generating Linear Programs Via Ma-
chine Learning

Cut-generating linear programs (CGLPs) play a key role as
a separation oracle to produce valid inequalities for the fea-
sible region of mixed-integer programs. Running CGLPs
at nodes of the branch-and-bound tree, however, is com-
putationally cumbersome due to the large number of node
candidates and the lack of a priori knowledge on which
nodes admit useful cutting planes. In this paper, we pro-
pose a novel framework based on machine learning to ap-
proximate the optimal value of the CGLP, which is the
deciding factor in generating cutting planes. Translating
the CGLP as an indicator function of the objective func-

tion vector, we show that it can be approximated through
conventional data classification techniques. We provide a
systematic procedure to efficiently generate training data
sets for the corresponding classification problem based on
the CGLP structure. Preliminary computational experi-
ments on benchmark instances will be presented.
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Convexification Techniques for 0-1 Linear Frac-
tional Programs

In this work, we use convexification techniques to solve 0-
1 linear fractional programs. We reduce, via a projective
transformation, the convexification of 0-1 linear fractional
programs to that of boolean quadratic programs. This al-
lows us to build connections between classes of inequalities
of the boolean quadratic polytope with the convex hull of
substructures of 0-1 linear fractional programs. This gives
us strengthened relaxations for 0-1 linear fractional pro-
grams. We also present a preliminary computational study
to demonstrate the performance of our relaxations.
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Approximating Nonlinear Integer Programs with
Monomial Orders

We use monomial orders to optimise a submodular or sub-
additive function over integer points in some compact set.
We give approximation results and a characterisation of
the convex hull for monomial orders satisfying some prop-
erties, and also propose an algorithm to generate feasible
solutions that works well on benchmark test instances for
integer LPs and integer QPs.
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Robust Statistics for Scalable Solutions in Stochas-
tic Process Optimization

Optimization problems commonly consist in minimizing
objective functions where every data point contributes to
their evaluation throughout the procedure, whether it be in
a standard or stochastic optimization setting. Important
examples from the domain of Statistics or Computer Sci-
ence are likelihood-based methods or general empirical loss
minimization problems in which the objective functions
(e.g. negative log-likelihoods) are evaluated for each data
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point and therefore often require computationally-efficient
optimization tricks to overcome bottlenecks such as high-
dimensional matrix inversion. In this context, one may also
be interested in assigning less weight to certain data points
(outliers) which can greatly and negatively affect the final
solution. However in doing so these weights can also in-
troduce additional bias by steering the optimization away
from the solution which minimizes the expected value of
the objective function. In this work we put forward an
alternative approach to simplify optimization procedures
by changing the objective functions using informative mo-
ments that target the same solutions as the original func-
tions and can easily be made resistant towards problematic
data points. More specifically, we present this type of ap-
proach for robust estimation and inference on large scale
stochastic processes and use this example to discuss ben-
efits and extensions of switching optimization problems to
moment-based criteria.
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A General Approach to Solve Shape-Constrained
Distributional Optimization via Importance-
Weighted Sample Average Approximation

Shape-constrained optimization arises in a wide range of
problems including distributionally robust optimization
(DRO) that has surging popularity in recent years. In the
DRO literature, these problems are usually solved via re-
duction into moment-constrained problems using the Cho-
quet representation or its variants, whose tractability is
determined in a case-by-case manner. In this work, we de-
velop a general method to solve shape-constrained DRO
by integrating sample average approximation with impor-
tance sampling, which reduces these infinite-dimensional
problems into finite-dimensional linear programs. Our ap-
proach handles shape-constrained problems that are be-
yond the reach of previous Choquet-based reformulation,
with vanishing and readily quantifiable optimality gaps.
Our theoretical underpinning builds on empirical process
theory and reveals how shape constraints play an impor-
tant role in guaranteeing desirable consistency and conver-
gence rates.
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Accelerated Riemannian Optimization

Global full acceleration in Riemannian first-order methods
under geodesic convexity and smoothness has been stud-
ied recently in several works. The aim is to obtain an
algorithm with rates of convergence as close as possible to
the ones of Nesterov’s accelerated gradient descent, and
studying under which assumptions this is possible, when
we can obtain a fast implementation, how the rates should
depend on the curvature, etc. It is known through a lower
bound that the rates must contain a geometric term de-
pending on the curvature and the initial distance to the
minimizer, which is not present in the Euclidean case. I
will present some Riemannian optimization methods that
are accelerated and some generic techniques for achieving
Riemannian acceleration. For example, an accelerated Rie-
mannian inexact proximal point algorithm and subroutines
to implement the inexact prox steps. These techniques lead
to general algorithms that work under mild assumptions,
in contrast to previous works, that either assumptively re-
quire the iterates to be contained in some specific set with-
out any mechanism for enforcing this condition or that are
limited to restricted settings, like optimization over a small
local neighborhood of the minimizer.
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A Riemannian Proximal Newton Method

In recent years, the proximal gradient method and its in-
variants have been generalized to Riemannian manifolds for
solving optimization problems in the form of f+g, where f
is continuously differentiable and g may be nonsmooth. In
this talk, we generalize the proximal Newton-type method
to the Riemannian setting. It is shown that the direct
generalization by replacing the Euclidean gradient and Eu-
clidean Hessian by the Riemannian gradient and Rieman-
nian Hessian does not yield a satisfactory result in the sense
that the asymptotic convergence rate is only linear. We
propose a new approach that utilizes the Weingarten and
semismooth analysis. The local superlinear convergence
is given under reasonable assumptions. Numerical experi-
ments for problems on the unit sphere and oblique manifold
are used to demonstrate the performance of the proposed
method. Joint work with Wen Huang, Rujun Jiang, Simon
Vary, Pierre-Antoine Absil
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Solving graph equipartition SDPs on an algebraic
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variety

Riemannian optimization is a powerful method for solving
low-rank SDP problems whose feasible sets are manifolds.
In this talk, we focus on solving the graph balanced cut
SDP whose feasible set is not a manifold. The constraints
of the decomposed problem involve an algebraic variety
with conducive geometric properties which we analyse. We
also develop a method to escape from a non-optimal sin-
gular point on this variety. This allows us to use Rieman-
nian optimization techniques together with the previous
method to solve the SDP problem very efficiently with cer-
tified global optimality.
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An Algorithmic Solution to the Blotto Game Using
Multi-Marginal Couplings

We describe an efficient algorithm to compute solutions for
the general two-player Blotto game on n battlefields with
heterogeneous values. While explicit constructions for such
solutions have been limited to specific, largely symmetric
or homogeneous, setups, this algorithmic resolution cov-
ers the most general situation to date: value-asymmetric
game with asymmetric budget. The proposed algorithm
rests on recent theoretical advances regarding Sinkhorn it-
erations for matrix and tensor scaling. An important case
which had been out of reach of previous attempts is that of
heterogeneous but symmetric battlefield values with asym-
metric budget. In this case, the Blotto game is constant-
sum so optimal solutions exist, and our algorithm samples
from an �-optimal solution in time Õ(n2 + �−4), indepen-
dently of budgets and battlefield values. In the case of
asymmetric values where optimal solutions need not ex-
ist but Nash equilibria do, our algorithm samples from an
�-Nash equilibrium with similar complexity but where im-
plicit constants depend on various parameters of the game
such as battlefield values.
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Estimation of Unknown Payoff Parameters in Large
Network Games

We consider games where a large number of agents inter-
act according to a network sampled from a random graph
model, represented by a graphon. By exploiting previ-
ous results on convergence of such large network games
to graphon games, we examine a procedure for estimating
unknown payoff parameters, from observations of equilib-
rium actions, without the need for exact network infor-

mation. We prove smoothness and local convexity of the
optimization problem involved in computing the proposed
estimator. Additionally, under a notion of graphon pa-
rameter identifiability, we show that the optimal estimator
is globally unique and derive sufficient conditions for the
optimization problem to be globally convex. We present
several examples of identifiable homogeneous and hetero-
geneous parameters in different classes of network games
with numerical simulations to validate the proposed esti-
mator.
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Decentralized Learning in Online Queuing Systems

Motivated by packet routing in computer networks and
resource allocation in radio networks, online queuing sys-
tems are composed of queues receiving packets at different
rates. Repeatedly, they send packets to servers, each of
them treating only at most one packet at a time. In the
centralized case, the number of accumulated packets re-
mains bounded (i.e., the system is stable) as long as the
ratio between service rates and arrival rates is larger than
1. In the decentralized case, individual no-regret strate-
gies ensures stability when this ratio is larger than 2. Yet,
myopically minimizing regret disregards the long term ef-
fects due to the carryover of packets to further rounds. On
the other hand, minimizing long term costs leads to stable
Nash equilibria as soon as the ratio exceeds e

e−1
. Stability

with decentralized learning strategies with a ratio below
2 was a major remaining question. We first argue that
for ratios up to 2, cooperation is required for stability of
learning strategies, as selfish minimization of policy regret,
a patient notion of regret, might indeed still be unstable
in this case. We therefore consider cooperative queues and
propose the first learning decentralized algorithm guaran-
teeing stability of the system as long as the ratio of rates
is larger than 1, thus reaching performances comparable to
centralized strategies.
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Higher-Order Learning in Large-Population Games

In this talk, we discuss principles and algorithms for deci-
sion making in population games where a large number of
decision-making agents select strategies to engage in strate-
gic interactions with one another. Rather than compute
and adopt the optimal strategy selection based on a known
cost function, the agents are required to learn such strat-
egy selection based on instantaneous rewards they receive
over repeated interactions. Using the evolutionary dynam-
ics formalism, I explain principled approaches to define
an approximate population decision model from individ-
ual agents’ strategy selection rules, and how the notion
of passivity from dynamical system theory is used to ex-
amine convergence of the agents’ repeated strategy selec-
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tion to the Nash equilibrium, where no agent can better
off by changing its strategy unilaterally. We also discuss
how higher-order learning can improve robustness, espe-
cially when the agents’ strategy selection is subject to time
delays. Multi-robot task allocation will be presented to il-
lustrate an application in engineering domains.
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MS294

Escaping Saddle Points in Zeroth-Order Optimiza-
tion: Two Function Evaluations Suffice

Two-point zeroth order methods are important in many ap-
plications of zeroth-order optimization arising in robotics,
wind farms, power systems, online optimization, and ad-
versariable robustness to black-box attacks in deep neu-
ral networks, where the problem can be high-dimensional
and/or time-varying. Furthermore, such problems may be
nonconvex and contain saddle points. While existing works
have shown that zeroth-order methods utilizing Ω(d) func-
tion valuations per iteration (with d denoting the problem
dimension) can escape saddle points efficiently, it remains
an open question if zeroth-order methods based on two-
point estimators can escape saddle points. In this paper,
we show that by adding an appropriate isotropic pertur-
bation at each iteration, a zeroth-order algorithm based
on 2m (for any 1 ≤ m ≤ d) function evaluations per it-
eration can not only find �-second order stationary points
polynomially fast, but do so using only Õ

(
d

�2.5

)
function

evaluations.
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Deep Networks and the Multiple Manifold Prob-
lem

Data in science and engineering often exhibit nonlinear,
low-dimensional structure, due to the physical laws that
govern data generation. In this talk, we study how deep
neural networks interact with structured data: + When
can we guarantee to fit and generalize? + How do the re-
sources (depth, width, data) required depend on the com-
plexity of the data? + How can we leverage physical prior
knowledge to reduce these resource requirements? Our
main mathematical result is a guarantee of generalization
for a model classification problem involving data on low-
dimensional manifolds we prove that for networks of poly-
nomial width, with polynomially many samples, randomly
initialized gradient descent rapidly converges to a solution

which correctly labels *every* point on the two manifolds.
To our knowledge this is the first such result for deep net-
works on data which are not linearly separable. We high-
light intuitions about the roles of depth, width, sample
complexity, and the geometry of feature representations,
which may be useful in analyzing other problems involv-
ing low-dimensional structure (e.g., model discovery). We
illustrate these ideas through applied problems in astro-
physics and computer vision. In these settings, we fur-
ther suggest how incorporating physical prior knowledge
can reduce the resources (architecture, data) required for
learning, leading to more efficient and interpretable learn-
ing architectures.
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Reduction of Matroids and Its Application to Op-
timization Problems

A matroid N is called a reduction of another matroid M
if each independent set of N is also independent in M .
The idea of reducing a matroid to a simpler one goes back
to the late 60’s, when Crapo and Rota [H. H. Crapo and
G. C. Rota, Combinatorial Geometries, MIT press Cam-
bridge, 1968] introduced the notion of weak maps. Weak
maps were further investigated by Lucas [D. Lucas. Prop-
erties of rank preserving weak maps, Bulletin of the Amer-
ican Mathematical Society, 1974] who characterized rank-
preserving weak maps for linear matroids. In this talk,
we concentrate on the case when the reduced matroid is
ought to be a partition matroid. There is a one-to-one
correspondence between such reductions of a matroid and
its rainbow circuit-free colorings. Indeed, taking the parti-
tion classes of any reduction to a partition matroid as color
classes gives a rainbow circuit-free coloring. Vica versa, if
we pick one element from each color class of any rainbow
circuit-free coloring, then the resulting set is independent –
in other words, the partition matroid defined by the color
classes provides a reduction of the matroid. We discuss sev-
eral applications of reductions, starting from packing com-
mon independent sets in the intersection of two matroids,
through characterizing binary matroids, up to proving a
matroidal extension of Sperners lemma.
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MS295

Optimal General Factor Problem and Jump System
Intersection

In the optimal general factor problem, we are given a graph
G = (V,E) and a set B(v) of integers for each v ∈ V , and
the objective is to find an edge subset F ⊆ E of maximum
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cardinality subject to dF (v) ∈ B(v) for v ∈ V . A recent
crucial work by Dudycz and Paluch shows that this prob-
lem can be solved in polynomial time if each B(v) has no
gap of length more than one. While their algorithm is sim-
ple, its correctness proof is quite complicated. In this talk,
we formulate the optimal general factor problem as the
jump system intersection, and reveal when the algorithm
by Dudycz and Paluch can be applied to this abstract form
of the problem. By using this abstraction, we give another
correctness proof of the algorithm, which is much simpler
than the original one.
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On the Power of Static Assignments Policies for
Robust Facility Location Problems

We consider a two-stage robust facility location problem on
a metric under an uncertain demand. The decision-maker
needs to decide on the (integral) units of supply for each
facility in the first stage to satisfy an uncertain second-
stage demand, such that the sum of first stage supply cost
and the worst-case cost of satisfying the second-stage de-
mand over all scenarios is minimized. The second-stage
decisions are only assignment decisions without the possi-
bility of adding recourse supply capacity. This makes our
model different from existing work on two-stage robust fa-
cility location and set covering problems. We consider an
implicit model of uncertainty with an exponential num-
ber of demand scenarios specified by an upper bound k on
the number of second-stage clients. In an optimal solu-
tion, the second-stage assignment decisions depend on the
scenario; surprisingly, we show that restricting to a fixed
(static) fractional assignment for each potential client ir-
respective of the scenario gives us an O(log k/ log log k)-
approximation for the problem. Moreover, the best such
static assignment can be computed efficiently giving us the
desired guarantee.
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MS296

Scalable Nonlinear Decision Rules Via Nonpara-
metric Liftings

Decision rules provide approximate solutions by restrict-
ing decisions to simple functions of uncertainties in dy-
namic robust optimization. In this paper, we consider
a nonparametric lifting framework where the uncertainty
space is lifted to higher dimensions to obtain nonlinear

decision rules. Current lifting-based approaches require
pre-determined functions and are parametric. We pro-
pose two nonparametric liftings, which derive the non-
linear functions by leveraging the uncertainty set struc-
ture and problem coefficients. Both methods integrate the
benefits from lifting and nonparametric approaches, and
hence, provide scalable decision rules with performance
bounds. More specifically, the set-driven lifting is con-
structed by finding polyhedrons within uncertainty sets,
inducing piecewise-linear decision rules with performance
bounds. The dynamics-driven lifting, on the other hand,
is constructed by extracting geometric information and ac-
counting for problem coefficients. This is achieved by using
linear decision rules of the original problem, also enabling
to quantify lower bounds of objective improvements over
linear decision rules. Numerical comparisons with com-
peting methods demonstrate superior computational scal-
ability and comparable performance in objectives. These
observations are magnified in multistage problems with ex-
tended time horizons, suggesting practical applicability of
the proposed nonparametric liftings in large-scale dynamic
robust optimization.
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Inexact Bundle Method for Two-Stage Stochastic
Programming

We propose an inexact bundle method for solving two-stage
stochastic programming problems that arise from impor-
tant application areas including revenue management and
power system. We consider the setting that it is intractable
to compute true objective function and gradient informa-
tion, and instead only estimates of objective function and
gradient values are available. Under common assumptions,
the algorithm generates a sequence of iterates converging
to a neighborhood of optimality, where the radius of neigh-
borhood depends on the level of inexactness from stochas-
tic objective function estimates. The numerical results
demonstrate empirical performance of our proposed algo-
rithm.
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Scalable Symmetric Tucker Decomposition via Pro-
jected Gradient Descent

We study the best low-rank Tucker decomposition of sym-
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metric tensors, advocating a straightforward projected gra-
dient descent (PGD) method and the higher-order eigen-
value decomposition (HOEVD) approximation for its com-
putation. The main application of interest is in decompos-
ing higher-order multivariate moments, which are symmet-
ric tensors. We develop scalable adaptations of the basic
PGD and HOEVD methods to decompose sample moment
tensors. With the help of implicit and streaming tech-
niques, we evade the overhead cost of building and storing
the moment tensor. Such reductions make computing the
Tucker decomposition realizable for large data instances in
high dimensions. Numerical experiments demonstrate the
efficiency of the algorithms and the applicability of mo-
ment tensor decompositions to real-world datasets. Lastly,
we study the convergence on the Grassmannian manifold,
and prove that the update sequence derived by the PGD
solver achieves first and second-order criticality.
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Certificates for Well-Posedness of Best Canonical
Polyadic Approximation

The canonical polyadic decomposition (CPD) of higher-
order tensors plays a major role in data analysis and signal
processing by allowing for unique recovery of underlying
factors. However, it is well known that the low-rank ap-
proximation problem is ill-posed in general. That is, a
tensor may fail to have a best rank-R approximation when
R > 1. In this talk, we switch to the opposite point of view,
namely that the CP approximation problem is well-posed,
unless the tensor is ”too far” from the tensors with rank at
most R. This is more an engineering perspective: the prob-
lem is well-posed unless the data are too noisy for a proper
analysis. We give deterministic bounds under which the
existence of a best low-rank approximation is guaranteed.
We pay special attention to approximations of tensors that
are positive semidefinite, as they appear in many applica-
tions. For positive semidefinite tensors of order three, we
show that our dedicated bound is sharp and that it can be
computed using semidefinite programming.
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Stochastic trust-region algorithm in random sub-
spaces

This work proposes a framework for large-scale stochastic
derivative-free optimization (DFO) by introducing STARS,
a trust-region method which achieves scalability using ran-
dom models in random low-dimensional affine subspaces.
STARS significantly reduces per-iteration costs in terms of
function evaluations, thus yielding strong performance on
large-scale stochastic DFO problems. The user-determined
dimension of these subspaces can be chosen via so-called
Johnson–Lindenstrauss transforms, and independently of
the dimension of the problem. For convergence purposes,
both a particular quality of the subspace and the accuracies
of random function estimates and models are required to
hold with sufficiently high, but fixed, probabilities. Con-
vergence and expected complexity results of STARS are
obtained using martingale theory.
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Direct search based on probabilistic descent in re-
duced subspaces

In this talk, we propose a generic direct-search algorithm in
which the polling directions are defined using random sub-
spaces. Complexity guarantees for such an approach are
derived thanks to probabilistic properties related to both
the subspaces and the directions used within these sub-
spaces. By leveraging results on random subspace embed-
dings and sketching matrices, we show that better complex-
ity bounds are obtained for randomized instances of our
framework. A numerical investigation confirms the bene-
fit of randomization, particularly when done in subspaces,
when solving problems of moderately large dimension.
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PRIMA: Reference Implementation for Powell’s
methods with Modernization and Amelioration

I will introduce PRIMA, a project that aims to provide
the reference implementation of Powell’s methods in mod-
ern languages, including modern Fortran (F2008 or newer),
MATLAB, Python, C++, and probably Julia and R. It will
be a faithful implementation, in the sense that the code will
be mathematically equivalent to Powells, except for the bug
fixes and improvements that we make intentionally. The
focus is to implement these methods in a structured and
modularized way so that they are easily understandable,
maintainable, extendable, and future-proof. The code will
have no GOTO (of course) and will use matrix-vector pro-
cedures instead of loops whenever possible. I will present
the current status of PRIMA, the bugs and issues we have
fixed, and the improvements we have achieved.

Zaikun Zhang
Hong Kong Polytechnic University
zaikun.zhang@polyu.edu.hk

MS299

Kaczmarz for Doubly Noisy Linear Systems

Large-scale linear systems, Ax = b, frequently arise in prac-
tice and demand effective iterative solvers. Often, these
systems are noisy due to operational errors or faulty data-
collection processes. In the past decade, the randomized
Kaczmarz algorithm (RK) was studied extensively as an ef-
ficient iterative solver for such systems. However, the con-
vergence study of RKA in the noisy regime is limited and
considers measurement noise in the right-hand side vector,
b. Unfortunately, in practice, that is not always the case;
the coefficient matrix A can also be noisy. In this talk, we
motivate and discuss the application of RK to doubly noise
linear systems, i.e., linear systems with noise in both the
measurements and the measurement matrix.
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Minimal Error Momentum Kaczmarz

Recently, it was observed that introducing a heavy ball
acceleration term in the Kaczmarz method can improve
convergence, if the data contains several coherent measure-
ments. So far, this method has only been considered with
a fixed momentum parameter β, which needs to be tuned
experimentally. Convergence rates have been shown for a
certain range for β, which can be much smaller than ob-
served in practice. Also, it appears hard to compare the
convergence rate with the one for the vanilla Kaczmarz
method. We compute an adaptive momentum parameter
which is optimal in the sense that it gives minimal dis-
tances to all solutions without any prior knowledge on the
set of solutions. We also compute a corresponding adaptive
step size which is optimal in the same sense. The result-

ing methods are hyperparameter-free and converge with
at least the same expected linear rate which has been es-
tablished for the Kaczmarz method. In experiments, we
compare the performance of the proposed methods with
the Kaczmarz method and its heavy ball acceleration with
fixed momentum parameters.
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A Dynamical System View of Langevin-Based Non-
Convex Sampling

Non-convex sampling is a key challenge in machine learn-
ing, central to non-convex optimization in deep learning
as well as to approximate probabilistic inference. Despite
its significance, theoretically there remain many important
challenges: Existing guarantees (1) typically only hold for
the averaged iterates rather than the more desirable last it-
erates, (2) lack convergence metrics that capture the scales
of the variables such as Wasserstein distances, and (3)
mainly apply to elementary schemes such as stochastic gra-
dient Langevin dynamics. In this paper, we develop a new
framework that lifts the above issues by harnessing several
tools from the theory of dynamical systems. Our key re-
sult is that, for a large class of state-of-the-art sampling
schemes, their last-iterate convergence in Wasserstein dis-
tances can be reduced to the study of their continuous-time
counterparts, which is much better understood. Coupled
with standard assumptions of MCMC sampling, our theory
immediately yields the last-iterate Wasserstein convergence
of many advanced sampling schemes such as proximal, ran-
domized mid-point, and Runge-Kutta integrators. Beyond
existing methods, our framework also motivates more effi-
cient schemes that enjoy the same rigorous guarantees.

Ya-Ping Hsieh
ETH Zurich
yaping.hsieh@inf.ethz.ch

MS300

Sampling with Riemannian Hamiltonian Monte
Carlo in a Constrained Space

We demonstrate for the first time that ill-conditioned, non-
smooth, constrained distributions in very high dimensions,
upwards of 100,000, can be sampled efficiently in practice.
Our algorithm incorporates constraints into the Rieman-
nian version of Hamiltonian Monte Carlo and maintains
sparsity. This allows us to achieve a mixing rate indepen-
dent of smoothness and condition numbers. On benchmark
data sets in systems biology and linear programming, our
algorithm outperforms existing packages by orders of mag-
nitude. In particular, we achieve a 1,000-fold speed-up
for sampling from the largest published human metabolic
network (RECON3D). Our package has been incorporated
into the COBRA toolbox.
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Convergence of the Inexact Langevin Algorithm
with Application to Score-based Generative Mod-
els

We study the Inexact Langevin Algorithm (ILA) for sam-
pling using estimated score function when the target dis-
tribution satisfies log-Sobolev inequality (LSI), motivated
by Score-based Generative Modeling (SGM). We prove a
long-term convergence in Kullback-Leibler (KL) divergence
under a sufficient assumption that the error of the score
estimator has a bounded Moment Generating Function
(MGF). Our assumption is weaker than L∞ (which is too
strong to hold in practice) and stronger than L2 error as-
sumption, which we show not sufficient to guarantee con-
vergence in general. Under the L∞ error assumption, we
additionally prove convergence in Rényi divergence, which
is stronger than KL divergence. We then study how to get a
provably accurate score estimator which satisfies bounded
MGF assumption for LSI target distributions, by using an
estimator based on kernel density estimation. Together
with the convergence results, we yield the first end-to-
end convergence guarantee for ILA in the population level.
Last, we generalize our convergence analysis to SGM and
derive a complexity guarantee in KL divergence for data
satisfying LSI under MGF-accurate score estimator. Joint
work with Kaylee Yang.
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Parallel and Alternating Proximal Methods for
Nonsmooth Nonconvex Minimax: A Unified Con-
vergence Analysis

Nonconvex nonsmooth min-max problems are abundant in
modern applications. We present proximal based gradi-
ent schemes with either parallel or alternating steps. We
show that both methods can be analyzed through a single
scheme within a unified analysis which relies on expand-
ing a general convergence mechanism used for analyzing
nonconvex nonsmooth optimization problems. In contrast
to the current literature which focuses on the complexity
of obtaining nearly approximate stationary solutions, we
prove subsequence convergence to a critical point of the
primal objective and global convergence when the latter is
semialgebraic. Furthermore, as a by-product, we provide

refined complexity results.
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Discretization and Reduction Techniques of Infsup
and Sip Optimization Problems

Infsup convex optimizations problems in Rn are shown to
be discretizable and reducible to smaller infsup problems,
each involving at most n+1 functions. The maximum in
the initial problem is taken over an arbitrary (possibly in-
finite) family of convex extended real-valued functions in-
dexed on a Hausdorff compact space, with an upper semi-
continuous dependence of this index. Reformulations of
Semi-Infinite Programming problems (SIP, for short) into
Infsup problems will allow the discretization and reduc-
tion to smaller infsup problems, which are in turn written
as smaller SIP problems when additional (Slater) condi-
tions are applied. We also provide a relationship between
the solutions of the reference optimization problem and its
reduced subproblems. Equivalently, we give some new ex-
pressions for the subdifferential of the supremum function
that are based only on the subdifferential of at most n+1
active functions.
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Coderivative Leibniz Rules for Expected Set-
Valued Mappings and and Applications to Sensi-
tivity Analysis of Stochastic Systems

In this talk, we summary some results about coderivative
calculus of expected-integral multifunctions given in the
form

EΦ(x) :=

∫

T

Φt(x)dμ,

where Φ: T × Rn ⇒ Rm is a set-valued mapping on a
measure space (T,A, μ). The calculus rules are used to give
applications to sensitivity analysis of random constraint
and variational systems related to stochastic optimization
and variational inequalities
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Extensions of Constant Rank Qualification Con-
straint Condition to Nonlinear Conic Programming

We present new constraint qualification conditions for non-



SIAM Conference on Optimization (OP23)                                                    223222 OP23 Abstracts

linear conic programming that extend some of the constant
rank-type conditions from nonlinear programming. Specif-
ically, we propose a general and geometric approach, based
on the study of the faces of the cone, for defining a new
extension of this condition to the conic context. We then
compare these new conditions with some of the existing
ones, including the nondegeneracy condition, Robinsons
constraint qualification, and the metric subregularity con-
straint qualification. The main advantage of the latter is
that we are able to recast the strong second-order proper-
ties of the constant rank condition in a conic context. In
particular, we obtain a second-order necessary optimality
condition that is stronger than the classical one obtained
under Robinsons constraint qualification, in the sense that
it holds for every Lagrange multiplier, even though our
condition is independent of Robinsons condition.
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Energy Supply Network Optimization in a Multi-
objective Setting

Facing the current developments of the climate crisis, it is
necessary to consider more than the mere economic per-
spective in energy supply network planning. While trying
to minimize the costs for, e.g., necessary grid expansions,
one also wants to avoid overstraining the social consent
with the proposed actions as well as to lower the carbon
emissions as much as possible. This leads to a classical mul-
tiobjective optimization problem in the sense of conflicting
objective functions. Due to the presence of choices in the
model along with respecting stationary flow equations the
resulting optimization problem has a mixed-integer non-
convex structure. In this talk, we present an approach for
computing an enclosure of the nondominated set of such
problems suitable for larger network instances.
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A Derivative-Free Approach to Mixed Integer Con-
strained Multi-Objective Non-Smooth Optimiza-
tion

In this work, we consider multi-objective optimization
problems with both bound constraints on the variables
and general nonlinear constraints, where objective and con-
straint function values can only be obtained by querying a
black-box. Furthermore, we consider the case where a sub-
set of the variables can only take integer values. We pro-
pose a new linesearch-based solution method and show that

it converges to a set of stationary points for the problem.
For what concerns the continuous variables, we employ a
strategy for the estimation of the Pareto frontier recently
proposed in the literature and which takes advantage of
dense sequences of search directions. The subset of vari-
ables that must assume discrete values are dealt with using
primitive directions appropriately modified to take into ac-
count the presence of more than one objective functions.
Numerical results obtained with the proposed method on
a set of test problems and comparison with other solution
methods show the viability and efficiency of the proposed
approach.
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A Tailored Multi-Objective Branch-and-Bound Al-
gorithm for the Design-for-Control of Water Net-
works with Global Bounds

This work investigates multi-objective water distribution
network design-for-control (DfC) problems, which consist
in simultaneously optimizing design decisions (the instal-
lation of new pipes and/or valves) and control variables
(valve settings) for the joint minimization of pressure-
induced leakage, maximization of resilience and minimiza-
tion of design cost. We are interested in computing ap-
proximations of the Pareto fronts of the resulting non-
convex multi-objective mixed-integer non-linear programs
(MOMINLP) with global bounds of ε-non-dominance. Fol-
lowing a general multi-objective branch-and-bound frame-
work from the literature, we present tailored node selection,
branching, lower bounding, discarding and upper bound-
ing rules inspired by successful branch-and-bound strate-
gies for the single-objective design-for-control of WDNs.
The proposed algorithm is applied to the optimal DfC of
two case study networks and is shown to outperform alter-
native (scalarization-based) global methods and heuristic
approaches from the literature.
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Q-Gadmm: Quantized Group Admm for Commu-
nication Efficient Decentralized Machine Learning

We propose a communication-efficient decentralized ma-
chine learning (ML) algorithm, coined quantized group
ADMM (Q-GADMM). To reduce the number of com-
munication links, every worker in Q-GADMM communi-
cates only with two neighbors, while updating its model
via the group alternating direction method of multipliers
(GADMM). Moreover, each worker transmits the quan-
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tized difference between its current and its previously quan-
tized model, thereby decreasing the communication pay-
load size. However, due to the lack of centralized en-
tity in decentralized ML, the spatial sparsity and pay-
load compression may incur error propagation, hinder-
ing model training convergence. To overcome this is-
sue, we develop a novel stochastic quantization method to
adaptively adjust model quantization levels while proving
the convergence of Q-GADMM for convex problems. To
demonstrate the feasibility of Q-GADMM for non-convex
problems, we propose quantized stochastic GADMM (Q-
SGADMM) that incorporates deep neural network ar-
chitectures and stochastic sampling. Simulation results
corroborate that Q-GADMM (Q-SGADMM) significantly
outperforms GADMM in terms of communication effi-
ciency while achieving the same accuracy and convergence
speed for a linear regression task. Similarly, for an im-
age classification task using DNN, Q-SGADMM achieves
significantly less total communication cost with identical
accuracy and convergence speed compared to stochastic
GADMM (SGADMM).
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Totally Asynchronous Federated Learning

Synchronous Federated Learning (FL) is known to suffer
from slow convergence rates owing to the presence of strag-
gler nodes. Conversely, asynchronous FL methods alleviate
this issue by allowing the server to update the global model
without waiting for an update from every node. Exist-
ing asynchronous FL methods typically rely on aggregation
schemes where incoming information from clients is stored
in a buffer and accessed periodically or weighted according
to staleness criteria. In this work we adopt an alternative,
totally asynchronous approach, where nodes randomly and
independently query the server with different probabilities;
the client updates are then appropriately aggregated and
stored in a buffer which is randomly accessed by the server
in order to update the global model. For strongly convex
functions with Lipschitz gradients, the proposed method
provably converges (in expectation) to the optimal solution
with a linear rate. Our theoretical analysis is supported by
our numerical results on a regularized logistic regression
problem.

Charikleia Iakovidou
Argonne National Laboratory
ciakovidou@anl.gov

MS304

Adaptive Client Sampling in Federated Learning
Via Online Learning with Bandit Feedback

Due to the high cost of communication, federated learn-
ing (FL) systems need to sample a subset of clients that
are involved in each round of training. As a result, client
sampling plays an important role in FL systems as it af-
fects the convergence rate of optimization algorithms used
to train machine learning models. We cast client sampling

as an online learning task with bandit feedback, which we
solve with an online stochastic mirror descent (OSMD) al-
gorithm designed to minimize the sampling variance. We
then theoretically show how our sampling method can im-
prove the convergence speed of optimization algorithms.
To handle the tuning parameters in OSMD that depend
on the unknown problem parameters, we use the online
ensemble method and doubling trick. We prove a dynamic
regret bound relative to any sampling sequence. The regret
bound depends on the total variation of the comparator se-
quence, which naturally captures the intrinsic difficulty of
the problem. These theoretical contributions are new and
the proof technique is of independent interest. Through
both synthetic and real data experiments, we illustrate ad-
vantages of the proposed client sampling algorithm over the
widely used uniform sampling and existing online learning
based sampling strategies. The proposed adaptive sam-
pling procedure is applicable beyond the FL problem stud-
ied here and can be used to improve the performance of
stochastic optimization procedures such as stochastic gra-
dient and coordinate descent.

Mladen Kolar
University of Chicago Booth School of Business
mkolar@chicagobooth.edu

MS305

Optimal Low-Rank Matrix Completion: Semidefi-
nite Relaxations and Eigenvector Disjunctions

Low-rank matrix completion consists of computing a ma-
trix of minimal complexity that recovers a given set of
observations as accurately as possible, and has numerous
applications such as product recommendation. Unfortu-
nately, existing methods for solving low-rank matrix com-
pletion are heuristics that, while highly scalable and of-
ten identifying high-quality solutions, do not possess any
optimality guarantees. We reexamine matrix completion
with an optimality-oriented eye, by reformulating low-
rank problems as convex problems over the non-convex
set of projection matrices and implementing a disjunctive
branch-and-bound scheme that solves them to certifiable
optimality. Further, we derive a novel and often tight class
of convex relaxations by decomposing a low-rank matrix as
a sum of rank-one matrices and incentivizing, via a Shor
relaxation, that each two-by-two minor in each rank-one
matrix has determinant zero. In numerical experiments,
our new convex relaxations decrease the optimality gap by
two orders of magnitude compared to existing attempts.
Moreover, we showcase the performance of our disjunctive
branch-and-bound scheme and demonstrate that it solves
matrix completion problems over 150x150 matrices to cer-
tifiable optimality in hours, constituting an order of mag-
nitude improvement on the state-of-the-art for certifiably
optimal methods.

Ryan G. Cory-Wright
IBM Research, USA
and Imperial College London
r.cory-wright@imperial.ac.uk

MS305

Activated Benders Decomposition for Day-Ahead
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Paratransit Itinerary Planning

To address the high costs and complexity of paratransit op-
erations, we optimize day-ahead driver itineraries while ac-
counting for uncertainty from trip cancellations and driver
no-shows. We formulate a two-stage stochastic optimiza-
tion model, with a vehicle shareability representation of
routing operations to define a tight recourse model. This
formulation involves exponentially many variables and con-
straints with column-dependent rowsa notoriously chal-
lenging class of problems. We develop an activated Benders
decomposition approach that exploits linking relationships
between the first-stage and second-stage problems to (i)
accelerate the generation of Benders cuts by lifting the
solution of a restricted subproblem into global optimal-
ity and feasibility cuts; and to (ii) strengthen the Benders
cuts with locally Pareto-optimal cuts. Using data from
a major paratransit platform, we show that our algorithm
scales to real-world instances, outperforming several bench-
marks in terms of computational times, solution quality,
and solution guarantees. From a practical standpoint, the
SIPPAR model mitigates operating costs by strategically
adding slack to driver itineraries in order to create flexibil-
ity and robustness against operating disruptions.

Kayla Cummings
Massachusetts Institute of Technology, U.S.
kaylac@mit.edu

MS305

Branch-and-Price for Prescriptive Contagion Ana-
lytics

Motivated by vaccine allocation problems, this paper for-
malizes prescriptive contagion analytics problems where
a centralized decision-maker allocates shared resources
across multiple segments of a population, each governed
by contagion dynamics. These problems involve mixed-
integer non-convex optimization models with constraints
governed by ordinary differential equations. We develop
a branch-and-price methodology based on: (i) a set parti-
tioning reformulation; (ii) a column generation decompo-
sition; (iii) a novel state clustering algorithm for discrete-
decision continuous-state dynamic programming; and (iv)
a novel tri-partite branching scheme to circumvent non-
linearities. Extensive experiments show that the algorithm
scales to large and otherwise-intractable instances, signif-
icantly outperforming state-of-the-art benchmarks. Our
methodology provides a novel decision-making tool to sup-
port resource allocation in contagion systems. In particu-
lar, its application can increase the effectiveness of vaccina-
tion campaigns by 50-70%, resulting in 17,000 extra saved
lives over 12 weeks in a situation mirroring the COVID-19
pandemic.

Alexandre Jacquillat
MIT Sloan School of Management
alexjacq@mit.edu

MS306

Adaptive Sampling Sequential Quadratic Program-
ming for Stochastic Constrained Optimization

This talk presents a methodology for using varying sample

sizes in sequential quadratic programming (SQP) meth-
ods for solving equality-constrained stochastic optimiza-
tion problems. We develop adaptive criteria for control-
ling the sample size, and the accuracy in the solutions of
the SQP subproblems based on the variance estimates ob-
tained as the optimization progresses. We establish global
convergence results and sample complexity results for the
proposed method and demonstrate the performance of the
method on a subset of the CUTE problems and constrained
classification tasks.
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MS306

Adaptive Stochastic Algorithms for Nonlinearly
Constrained Optimization

I will discuss the interesting features that drive the con-
vergence guarantees for a set of adaptive stochastic al-
gorithms that my collaborators and I have proposed for
solving nonlinearly constrained optimization problems.
These algorithms are of the sequential quadratic optimiza-
tion and interior-point varieties, and they operate in the
fully stochastic regime in which we prove convergence-in-
expectation and almost-sure-convergence guarantees.
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Industrial and Systems Engineering
Lehigh University
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Adaptive Finite-Difference Interval Estimation for
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Noisy Derivative-Free Optimization

A common approach for minimizing a smooth nonlinear
function is to employ finite-difference approximations to
the gradient. While this can be easily performed when no
error is present within the function evaluations, when the
function is noisy, the optimal choice requires information
about the noise level and higher-order derivatives of the
function, which is often unavailable. Given the noise level
of the function, we propose a bisection search for finding
a finite-difference interval for any finite-difference scheme
that balances the truncation error, which arises from the
error in the Taylor series approximation, and the mea-
surement error, which results from noise in the function
evaluation. Our procedure produces reliable estimates of
the finite-difference interval at low cost without explicitly
approximating higher-order derivatives. We show its nu-
merical reliability and accuracy on a set of test problems.
When combined with L-BFGS, we obtain a robust method
for minimizing noisy black-box functions, as illustrated on
a subset of unconstrained CUTEst problems with synthet-
ically added noise.

Hao-Jun Shi
Meta
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MS307

An Efficient Proximal Sparse Smoothing New-
ton Method with Low Complexity for Wasserstein
Barycenter Problems

The Wasserstein barycenter problem has many important
applications in statistics, machine learning, and image pro-
cessing. When the supports of the barycenter are pre-
specified, we can model it as a linear programming (LP)
problem, which is highly degenerate. The existing state-of-
the-art solvers, such as Gurobi, are challenging to solve this
LP when the problem scale is large. In this talk, we pro-
pose a proximal sparse smoothing Newton (PSSN) method
to solve this LP. We discuss the global convergence and lo-
cal convergence rate of PSSN under some mild conditions.
A key advantage of PSSN is that it can make full use of
the data sparsity and the solution sparsity. As a result, the
PSSN enjoys a low computational complexity per iteration
for solving the Wasserstein barycenter problem. Exten-
sive numerical results on both the synthetic and real data
sets demonstrate the superior performance of the PSSN for
solving large-scale Wasserstein barycenter problems.

Guojun Zhang
The Hong Kong Polytechnic University

guojun.zhang@connect.polyu.hk

MS308

Weighted Trust-Region Methods with Hessian Es-
timates

For unconstrained optimization problems in which only
gradients of the objective function are available, we de-
velop a trust-region method that updates a symmetric fac-
torization of the Hessian approximation. Typically, the
main computational challenge in trust-region methods is
the solution of the trust-region subproblem, to determine
the next search direction. In order to overcome this chal-
lenge, the factored form of the Hessian approximation can
be used to define the trust-region subproblem in terms of
weighted norms, which significantly reduce the computa-
tional cost of a subproblem. We develop two solvers based
on a weighted �2 and a weighted �∞ norm. The methods
are tested on a vast set of unconstrained optimization prob-
lems from CUTEst, on which they are competitive with
state-of-the-art line-search implementations.

Johannes J. Brust
University of California, San Diego
Mathematics Department
jjbrust@ucsd.edu
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MS308

Methods for Bound-Constrained Nonsmooth Reg-
ularized Optimization

We introduce a variant of the proximal gradient method in
which the quadratic term is diagonal but may be indefinite,
and is safeguarded by a trust region. We derive the method
as a special case of the proximal quasi-Newton trust-region
method of Aravkin, Baraldi and Orban (2022). In certain
cases, we provide closed-form solution of the step computa-
tion so that no subproblem solver is required. Our analysis
expands upon that of Aravkin, Baraldi and Orban (2022)
in two ways: (i) we generalize the trust-region approach
to problems with bound constraints, and (ii) we provide a
worst-case iteration complexity result in situations where
the Hessian approximation may grow unbounded. We also
discuss a primal-dual interior-point method for such prob-
lems, its practical implementation and worst-case iteration
complexity. We provide efficient open-source implementa-
tions of our methods in the Julia language, in which Hes-
sians approximations are given by diagonal quasi-Newton
updates. We illustrate the performance of our methods on
unconstrained and bound-constrained problems.

Dominique Orban
GERAD and Dept. Mathematics and Industrial
Engineering
Ecole Polytechnique de Montreal
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Recent Developments in Quasi-Newton Methods
for Numerical Optimization

Quasi-Newton methods form the basis of many effective
methods for unconstrained and constrained optimization.
Quasi-Newton methods require only the first-derivatives
of the problem to be provided and update an estimate of
the Hessian matrix of second derivatives to reflect new ap-
proximate curvature information found during each itera-
tion. In the years following the publication of the Davidon-
Fletcher-Powell (DFP) method in 1963 the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) update emerged as the
best update formula for use in unconstrained minimiza-
tion. More recently, a number of quasi-Newton methods
have been proposed that are intended to improve on the
efficiency and reliability of the BFGS method. Unfortu-
nately, there is no known analytical means of determining
the relative performance of these methods on a general
nonlinear function, and there is no accepted standard set
of test problems that may be used to verify that results re-
ported in the literature are comparable. In this talk we will
discuss ongoing work to provide a thorough derivation, im-
plementation, and numerical comparison of these methods
in a systematic and consistent way. We will look in detail
at several modifications, discuss their relative benefits, and
review relevant numerical results.

Jeb Runnoe
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MS309

Cluster Explanation Via Polyhedral Descriptions

Clustering is an unsupervised learning problem that aims
to partition unlabelled data points into groups with similar
features. Traditional clustering algorithms provide limited
insight into the groups they find as their main focus is
accuracy and not the interpretability of the group assign-
ments. This has spurred a recent line of work on explain-
able machine learning for clustering. In this paper we focus
on the cluster description problem where, given a dataset
and its partition into clusters, the task is to explain the
clusters. We introduce a new approach to explain clus-
ters by constructing polyhedra around each cluster while
minimizing either the complexity of the resulting polyhe-
dra or the number of features used in the description. We
formulate the cluster description problem as an integer pro-
gram and present a column generation approach to search
over an exponential number of candidate half-spaces that
can be used to build the polyhedra. To deal with large
datasets, we introduce a novel grouping scheme that first
forms smaller groups of data points and then builds the
polyhedra around the grouped data, a strategy which out-
performs simply sub-sampling data. Compared to state

of the art cluster description algorithms, our approach is
able to achieve competitive interpretability with improved
description accuracy.

Connor Lawless
Cornell University
cal379@cornell.edu

MS309

Employing Pairwise Similarities in Machine Learn-
ing, and Its Resilience to Noise: Hochbaums Nor-
malized Cut with Confidence Weights

We present a new technique for addressing biased or noisy
training data. The method adapts HNC (Hochbaums Nor-
malized Cut) which is a semi-supervised classification ap-
proach that relies on pairwise similarities between samples
and, in that sense, is less reliant on labels. As a machine
learning technique, HNC combines the effect of pairwise
similarities between all samples, including the labeled sam-
ples, with constraining the labeled data to belong to the
labeled class. In addition, HNC is solved, or determine a
classification, using a very efficient parametric minimum
cut procedure. HNC was shown to be competitive with
many well-known classification methods. The new method
introduced here is Confidence HNC, which is HNC where
the labeled samples belong to their label class with limited
confidence level. It permits a labeled sample to be classi-
fied differently from its label if the effect of similarity to
other samples, whether labeled or unlabeled, overrides the
penalty of such misclassification. In an extensive exper-
imental study we compare Confidence HNC with leading
algorithms for coping with noisy labels, for both real and
synthetic data sets. We evaluate the classification accu-
racy of the method as well as its capability to detect noise
in comparison to a variant of k-nearest neighbor classifier,
a deep learning method Co-teaching+ and a recent noise
filtering technique Confident learning, demonstrating the
dominant performance of Confidence HNC.

Dorit Hochbaum
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MS309

Robust Counterfactual Explanations

Counterfactual explanations play an important role in de-
tecting bias and improving the explainability of data-driven
classification models. A counterfactual explanation (CE)
is a minimal perturbed data point for which the decision
of the model changes. Most of the existing methods can
only provide one CE, which may not be achievable for the
user. In this work we derive an iterative method to calcu-
late robust CEs, i.e. CEs that remain valid even after the
features are slightly perturbed. To this end, our method
provides a whole region of CEs allowing the user to choose
a suitable recourse to obtain a desired outcome. We use



228 SIAM Conference on Optimization (OP23)OP23 Abstracts 227

algorithmic ideas from robust optimization and prove con-
vergence results for the most common machine learning
methods including logistic regression, decision trees, ran-
dom forests, and neural networks. Our experiments show
that our method can efficiently generate globally optimal
robust CEs for a variety of common data sets and classifi-
cation models.

Donato Maragno, Tabea E. Röber
University of Amsterdam
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Exact Confidence Regions in Stochastic Optimiza-
tion and Systems of Nonlinear Equations

We consider the question of constructing confidence re-
gions in two contexts: (i) stochastic optimization problems
with a smooth convex objective and observable first-order
oracle; and (ii) stochastic nonlinear equations observable
with a stochastic zeroth-order oracle. Relying on results
from M-Estimation, we first show that the solutions to the
sample-path problems associated with (i) and (ii) satisfy
a strong Bahadur Representation. We then exploit such
strong regularity to devise a simple but computationally
intensive resampling technique called batching toward con-
structing exact confidence regions on the optimal value and
solution to (i), and on the solution to (ii). The confidence
region procedure is easy to implement as we illustrate with
a number of examples.
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Stochastic Gradient Descent with Adaptive Data:
Applications to Online Learning

We consider a stochastic optimization problem where the
data is generated sequentially via Markov chains whose
dynamics are determined by the decision variables and the
loss function is defined with respect to the invariant mea-
sures of the Markov chains. Examples include finding the
optimal price to maximize the long-run average revenue
minus waiting cost in queueing systems; finding the op-
timal order-up-to level to minimize the long-run average
holding cost plus backlog cost in inventory systems, etc.
We study the convergence of the corresponding stochastic
gradient descent algorithm with adaptive data. Our re-
sults establish an O(1/sqrt(T)) convergence rate when the
loss function is convex and an O(1/T) convergence rate
when the loss function is strongly convex under reasonably
general conditions on the ergodicity of the Markov chains
and smoothness of the loss function. We demonstrate how
to apply our results to several online-learning problems in
operations research and a policy gradient algorithm in re-
inforcement learning.

Jing Dong
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Stochastic Approximation for Estimating the Price
of Stability in Stochastic Nash Games

The goal of this talk is to approximate the Price of Stability
(PoS) for stochastic Nash games using stochastic approx-
imation (SA) schemes. PoS is amongst the most popular
metrics in game theory and provides an avenue for estimat-
ing the efficiency of Nash games. In particular, knowing the
value of PoS can help significantly with designing efficient
networked systems, including transportation networks and
power market mechanisms. Motivated by the lack of ef-
ficient methods for computing the PoS, first we consider
stochastic optimization problems with a nonsmooth and
merely convex objective function and a merely monotone
stochastic variational inequality (SVI) constraint. This
problem appears in the numerator of the PoS. We develop a
randomized block-coordinate stochastic extra-(sub) gradi-
ent method where we employ a novel iterative penalization
scheme to account for the mapping of the SVI in each of
the two gradient updates of the algorithm. Second, we de-
velop an SA-based scheme for approximating the PoS and
derive lower and upper bounds on the approximation er-
ror. To validate our theoretical findings, we provide some
preliminary simulation results on a networked stochastic
Nash Cournot competition.
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MS311

Local stochastic gradient descent over Riemannian
manifolds

This work considers minimizing a finite-sum objective func-
tion over a Riemannian manifold in a distributed setting in
presence of parallel workers. We develop a local stochas-
tic gradient descent (SGD) framework that performs local
SGD updates in parallel on different workers and merge the
sequence once in a while. Theoretical convergence results
in different optimization and communication settings will
be presented.

Sam Davanloo
Ohio State University
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Tangent Subspace Descent on Reductive Homoge-
neous Spaces

The tangent subspace descent method (TSD) extends the
coordinate descent algorithm to manifold domains. The
key insight underlying TSD is to draw an analogy be-
tween coordinate blocks in Euclidean space and tangent
subspaces of a manifold. The core principle behind ensur-
ing convergence of TSD for smooth functions is the appro-
priate choice of subspace at each iteration. In this talk, we
will show that it is always possible to appropriately pick
such subspaces on the broad class of manifolds known as
reductive homogeneous spaces. This class includes Grass-
mannians, flag manifolds, and the positive definite man-
ifold when endowed with an appropriate geometry. As
a result of our developments we derive new and efficient
methods for large-scale optimization on these domains.
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MS311

Fast convergence to non-isolated minima: four
equivalent conditions for C2 functions

In optimization, non-isolated minima are detrimental to
fast local convergence, in the sense that they are incom-
patible with a positive definite Hessian and many classi-
cal results break in their presence. In the literature there
exist several alternative local conditions that are consis-
tent with singular minima, notably the Polyak–�Lojasiewicz
inequality, the quadratic growth, and error bounds. We
show that for C2 cost functions all these conditions equiv-
alently shape the local non-convex landscape of the cost
function around a local minimum. Specifically, they imply
a Morse–Bott property, meaning that the solution set is
locally a submanifold, and the Hessian is positive definite
in the normal spaces. Building on this, we study the ques-
tion of super-linear convergence rates to singular minima.
While the Newton method breaks down, we find that the
adaptive regularization algorithm (using cubics) maintains
a quadratic convergence rate, even with inexact subprob-
lem solutions. The picture is less clear for the class of
trust-region algorithms.
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Lattice-Type Structure Optimization Using
Component-Wise Reduced Order Models

Lattice-like structures can provide a combination of high
stiffness with light weight that is useful in many applica-
tions, but a resolved finite element mesh of such structures
results in a computationally expensive discretization. This
computational expense may be particularly burdensome in
many-query applications, such as optimization. We de-
velop a stress-constrained topology optimization method
for lattice-like structures that uses component-wise reduced
order models as a cheap surrogate, providing accurate com-
putation of stress fields while greatly reducing run time
relative to a full order model. We demonstrate the ability
of our method to produce large reductions in mass while
respecting a constraint on the maximum stress in a pair of
test problems. The ROM methodology provides a speedup
of about 150x in forward solves compared to full order
static condensation and provides a relative error of less
than 5% in the relaxed stress.

Sean McBane
University of Texas at Austin
sean@ices.utexas.edu

Youngsoo Choi
Lawrence Livermore National Laboratory
choi15@llnl.gov

Karen E. Willcox
University of Texas at Austin, U.S.
kwillcox@utexas.edu

MS312

Learning the Regularization Parameter for Inverse
Problems

One popular approach to solving linear inverse problems is
via variational regularisation, wherein the data-fit is per-
turbed by a regulariser term, in order to encourage a pri-
ori information of the solution in the attained reconstruc-
tion. One must also choose the regularisation parameter,
a value which determines how much the regulariser term
contributes to the problem. A correct parameter value is
critical, as one wants to overcome the ill-posedness of the
problem, yet still attain a meaningful reconstruction. This
work will cover bilevel learning, a framework in which one
is able to learn appropriate parameter values via a machine
learning approach.
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MS313

Model-Informed Generative Adversarial Network
(MI-GAN) for Optimal Power Flow (opf) Problem

The optimal power flow (OPF) problem, as a critical com-
ponent of power system operations, becomes increasingly
difficult to solve due to the variability, intermittency, and
unpredictability of renewable energy brought to the power
system. Although traditional optimization techniques,
such as stochastic and robust optimization approaches,
could be used to address the OPF problem in the face of
renewable energy uncertainty, their effectiveness in deal-
ing with large-scale problems remains limited. As a re-
sult, deep learning techniques, such as neural networks,
have recently been developed to improve computational
efficiency in solving large-scale OPF problems. However,
the feasibility and optimality of the solution may not be
guaranteed. In this paper, we propose an optimization
model-informed generative adversarial network (MI-GAN)
framework to solve OPF under uncertainty. The main con-
tributions are summarized into three aspects: (1) to en-
sure feasibility and improve optimality of generated solu-
tions, three important layers are proposed: feasibility filter
layer, comparison layer, and gradient-guided layer; (2) in
the GAN-based framework, an efficient model-informed se-
lector incorporating these three new layers is established;
and (3) a new recursive iteration algorithm is also proposed
to improve solution optimality. The numerical results on
IEEE test systems show that the proposed method is very
effective and promising.
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Expert-Guided Policy Optimization Via Metric-
Aware Trust Region: Reinforcement Learning Ap-
proach for Whole-Building Hvac Control

We propose expert-guided Wasserstein policy optimization
(WPO-IL), a reinforcement learning framework integrating
human guidance into reinforcement learning (RL) for the
efficient control of the heating, ventilation and air condi-
tioning system in buildings. Trust-region methods based
on Kullback-Leibler divergence are pervasively used to sta-
bilize policy optimization in RL. In this paper, we exploit
more flexible metrics and examine a natural extension of
policy optimization with Wasserstein trust regions. In-
stead of restricting the policy to a parametric distribution
class, we directly optimize the policy distribution and de-
rive close-form policy updates based on the Lagrangian du-
ality. A practical WPO-IL algorithm is proposed based on
the closed-form policy updates and expert guardian in the
loop. Experiments on HVAC control demonstrate the per-
formance improvement of WPO-IL over state-of-art RL.
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Frequency-Secured Stochastic Unit Commitment

The increasing share of renewables induces the reduction of
rotational inertia and primary frequency response (PFR)
capacities in the power system, for which unit commitment
and PFR reserve should be carefully decided to guarantee
frequency security. In this talk, we propose a frequency-
secured stochastic unit commitment model. A continuous-
time smooth trajectory is used to describe the frequency
variation. The case studies demonstrate the effectiveness
of the proposed method in guaranteeing frequency security.
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Optimal Transport Networks in Biology

TBA
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MS314

Optimization in Robot Navigation for Environmen-
tal Sensing

Autonomous mobile robots are versatile platforms in a wide
range of environmental sensing applications. Their sensing
efficacy and efficiency are heavily dependent on their nav-
igation trajectories. Motion planning for mobile robots of-
ten leads to multi-objective optimization with non-convex,
nonlinear constraints. For sensing in many environments,
such as the ocean and space, the mobility of the robots is
subject to strong environmental forces, further complicat-
ing the underlying sensing and optimization problems. Re-
search progress in two representative applications will be
reported. An energy-optimal path planning method will
be introduced to allow sparse reconstruction of a fluid flow
with mobile sensors. The optimization landscape encodes
the underlying transport characteristics of the flow field
and the information gain of candidate trajectories for flow
sensing. For an Earth-sensing satellite constellation, we
will show how the optimization landscape of the planning
problem rises from the interplay among sensing objectives,
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orbital mechanics, and inter-agent coordination.

Zhuoyuan Song
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MS314

Data Driven Exploration of Planetary Surfaces un-
der Constrained Trajectories

Some environments, like unvisited planetary surfaces or re-
gions of the ocean, have never been explored and thus,
there is no a priori knowledge to leverage. Instead, a ve-
hicle must sample upon arrival, process this data, and ei-
ther send this information back to a teleoperator or au-
tonomously decide where to go next. Teleoperation is sub-
optimal in that human intuition can be imprecise and can-
not be mathematically guaranteed to yield an optimal re-
sult. Given a surface environment, a mobile agent will
map the distribution of a scalar variable without any prior
information, with a degree of confidence of model con-
vergence, and while minimizing distance traveled. Gaus-
sian processes have been popularly incorporated into active
learning exploration strategies due to their ability to incor-
porate information into a parameter-free model and quan-
tify a confidence metric with every model prediction. We
evaluate the performance of this informative path planning
algorithm in mapping an environment on three different
surfaces: parabola, Townsend, and hydration value across
a lunar crater from LAMP data. We quantify model vari-
ance, model root-mean-squared error, distance, and surface
global minimum identification of the various methods in ex-
ploring a range of surfaces with no a priori knowledge. The
results show that the information-driven methods signifi-
cantly outperform naive exploration methods in minimiz-
ing model error and distance with potential of convergence.
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MS315

Best-Worst Probability Bounds in Pert Networks
and Combinatorial Optimization

We compute the tightest possible bounds on the probabil-
ity that the optimal value of a combinatorial optimization
problem in maximization form with a random objective
exceeds a given number, assuming only knowledge of the
marginal distributions of the objective coefficient vector.
The problem draws its motivations from project networks
where the activity durations are random. The bounds pro-
posed are valid across all joint distributions with the given
marginals. We analyze the complexity of computing the
bounds assuming discrete marginals and identify instances
when the bounds are computable in polynomial time. For
0/1 V-polytope representations (where the extreme points
are explicitly enumerated), we show that the tightest up-
per bound is weakly NP-hard to compute by providing a
pseudopolynomial time algorithm. On the other hand, the
tightest lower bound is shown to be strongly NP-hard to
compute for 0/1 V-polytopes representations, by restrict-
ing attention to Bernoulli random variables. For com-

pact 0/1 H-polytopes, in project management networks, we
show that the tightest upper bound is weakly NP-hard to
compute by providing a pseudopolynomial time algorithm.
The results complement existing results in the literature
for computing the probability with independent random
variables.
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MS315

Regret Minimization for Robust and Satisficing
Monopolists

We study a robust monopoly pricing problem where a seller
aspires to sell an item to a buyer. We assume that the
seller, unaware of the buyers willingness to pay, ambitiously
optimizes over a space of all individually rational and in-
centive compatible mechanisms with a regret-type objec-
tive criterion. Using robust optimization, a mechanism
that minimizes the worst-case regret has been previously
derived. In this paper, we alternatively adopt robust satis-
ficing which minimizes the excess regret that is above the
predetermined target level. We analytically show that the
optimal mechanism involves the seller offering a menu of
lotteries that charges a buyer-dependent participation fee
and allocate the item with a buyer-dependent probability.
Then, we consider two additional variants of the problem
where the seller restricts her attention to a class of only de-
terministic posted price mechanisms and where the seller
is relieved from specifying the target regret in advance. Fi-
nally, we determine a randomized posted price mechanism
that is readily implementable and equivalent to the opti-
mal mechanism, compute its statistics, and quantify the
strength of the entailed randomization. Besides, we com-
pare the proposed mechanism with a robust benchmark
and numerically find that the former is predominantly su-
perior to the latter in terms of the expected regret and the
expected revenue when the coefficient of variation of the
buyers value is under a hundred percent.
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MS316

Time-Varying Semidefinite Programming: Path
Following a Burer-Monteiro Factorization

We present an online algorithm for time-varying semidef-
inite programs (TV-SDPs), based on the tracking of the
solution trajectory of a low-rank matrix factorization, also
known as the Burer-Monteiro factorization, in a path-
following procedure. There, a predictor-corrector algo-
rithm solves a sequence of linearized systems. This requires
the introduction of a horizontal space constraint to en-
sure the local injectivity of the low-rank factorization. The
method produces a sequence of approximate solutions for
the original TV-SDP problem, for which we show that they
stay close to the optimal solution path if properly initial-
ized. Numerical experiments for a time-varying Max-Cut
SDP relaxation demonstrate the computational advantages
of the proposed method for tracking TV-SDPs in terms of
runtime compared to off-the-shelf interior point methods.
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MS316

Low-Rank Tensor Decompositions with Nonlinear
Constraints for Conserving Quantities of Interest
in Numerical Simulation Data Modeling

Tensors, or multidimensional data, are a powerful means
of representing relationships in multiway data and thus
play an important role in many scientific disciplines, in-
cluding combustion, earth systems, fusion, cyber security,
quantum chemistry, and image processing. Many science
applications are typically not interested in all data gen-
erated in a simulation, experiment, or observation but
rather application-specific quantities of interest (QoIs) that
are derived from this data. However, tensor decomposi-
tions applied to numerical simulation data for compression
and reduced-order modeling often focus only on preserv-
ing global norms between data and model. We present an
approach for computing goal-oriented low-rank tensor de-
compositions that incorporates problem-specific QoIs and
general nonlinear constraints. Results for compression of
direct numerical simulation data from a combustion ap-
plication are presented to demonstrate the utility of this
approach.
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MS316

Maximum Relative Distance Between Real Rank-
Two and Rank-One Tensors

It is shown that the relative distance in Frobenius norm
of a real symmetric order-d tensor of rank two to
its best rank-one approximation is upper bounded by√

1− (1− 1/d)d− 1. This is achieved by determining
the minimal possible ratio between spectral and Frobe-
nius norm for symmetric tensors of border rank two, which
equals (1 − 1/d)(d − 1)/2. These bounds are also verified
for arbitrary real rank-two tensors by reducing to the sym-
metric case.
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MS317

Fitting Mathematical Models of Strobe Rockets

Pyrotechnic compositions called strobe produce oscillating
flashes of light, and they are used in many fireworks ap-
plications. When such compositions are used as skyrocket
fuel, the result is a projectile that instead emits a series of
chugging noises, much like the hovering of a Vietnam-era
helicopter. Our primary goal is to use parameterized dif-
ferential equations to model the acoustics of strobe rockets
as accurately as possible. We first apply both Newtons
Law of Cooling and the classical heat equation to model
the temperature distribution and then we use apply the
ideal gas law to convert to the acoustic wave equation. We
present here the mathematical models, a description of the
optimization problem and algorithms we can use to find
optimal parameters for fitting the model to real acoustic
data, and some preliminary numerical results.
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MS317

COBYQA A Derivative-Free Trust-Region SQP
Method for Nonlinearly Constrained Optimization

This talk introduces COBYQA, a derivative-free trust-
region SQP method for general nonlinear optimization
problems. The method builds the trust-region quadratic
models using Powell’s derivative-free symmetric Broyden
update. An important feature of COBYQA is that it
always respects bound constraints if any. COBYQA is
competitive with NEWUOA and BOBYQA while being
able to handle more general problems. On linearly con-
strained problems, COBYQA outperforms LINCOA if
the problems also contain bound constraints that can-
not be violated. Most importantly, COBYQA outper-
forms COBYLA on all types of problems, no matter
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whether bound constraints (if any) can be violated or not.
COBYQA is implemented in Python and publicly avail-
able at https://www.cobyqa.com/. This is joint work with
Zaikun Zhang.
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MS317

Using weak tail-bound probabilistic conditions for
the analysis of stochastic derivative-free optimiza-
tion methods

In this talk, we use tail bounds to define tailored proba-
bilistic conditions for function estimation that ease the the-
oretical analysis of stochastic derivative-free optimization
methods. We first outline a simplified convergence proof
for a basic direct search scheme, using the new tail bound
conditions. We then study the trade-off between noise,
algorithm parameters and number of samples needed per
iteration. Finally, we extend our analyses to a direct search
method with nonmonotone line searches.
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MS318

Extended Randomized Kaczmarz Method for
Sparse Least Squares and Impulsive Noise Prob-
lems

The Extended Randomized Kaczmarz method is a well
known iterative scheme which can find the Moore-Penrose
inverse solution of a possibly inconsistent linear system and
requires only one additional column of the system matrix
in each iteration in comparison with the standard ran-
domized Kaczmarz method. Also, the Sparse Randomized
Kaczmarz method has been shown to converge linearly to
a sparse solution of a consistent linear system. Here, we
combine both ideas and propose an Extended Sparse Ran-
domized Kaczmarz method. We show linear expected con-
vergence to a sparse least squares solution in the sense that
an extended variant of the regularized basis pursuit prob-
lem is solved. Moreover, we generalize the additional step
in the method and prove convergence to a more abstract
optimization problem. We demonstrate numerically that
our method can find sparse least squares solutions of real
and complex systems if the noise is concentrated in the
complement of the range of the system matrix and that

our generalization can handle impulsive noise.
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MS318

Random Descent and Adjoint Sampling for Least
Squares Problems

The Landweber iteration vk+1 = vk − τAT (Avk − b) is a
well known algorithm to compute solutions of linear sys-
tems Av = b. It involves both the application of the linear
operator A and its adjoint AT in each iteration. Hence,
further knowledge about the linear operator A is needed.
In this talk we are interested in the setting, where the lin-
ear operator is not given as a matrix, but only a black
box model is available. Moreover, we work under the as-
sumption that storing many vectors of either the input or
the output size is not feasible due to memory constraints.
Without further knowledge about the adjoint and no pos-
sibility to evaluate the application of AT to any input, we
propose to replace the adjoint by a simple stochastic pro-
cess. With this process as an unbiased estimator we show
that both the iterates and the residuals still converge in
quadratic mean. Moreover we provide rates of convergence
under appropriate conditions. However, it is also possible
to interpret the Landweber iteration with an estimated ad-
joint as a descent step in a random direction. We provide
optimal and adaptive stepsizes that do not only guarantee
convergence of the residuals in this setting, but also lead to
at linear convergence in quadratic mean. Lastly, we visu-
alise the results with numerical experiments and compare
the algorithm to other adjointfree methods.
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MS318

Asynchronous Parallel Block-Coordinate Forward-
Backward Algorithm

We are going to present our work on the convergence prop-
erties of a randomized block-coordinate descent algorithm
for the minimization of a composite convex objective func-
tion, where the block- coordinates are updated in paral-
lel, asynchronously and randomly according to an arbi-
trary probability distribution. In that work, we prove that
the iterates generated by the algorithm form a stochastic
quasi-Fejr sequence and thus converge almost surely to a
minimizer of the objective function. Moreover, we prove
a general sublinear rate of convergence in expectation for
the function values and a linear rate of convergence in ex-
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pectation under an error bound condition of Tseng type.
Under the same condition strong convergence of the iter-
ates is provided as well as their linear convergence rate.
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MS319

Wasserstein Gradient Flows with Input Convex
Neural Networks

Gradient flows are a powerful tool for optimizing function-
als in general metric spaces, including the space of prob-
abilities endowed with the Wasserstein metric. A typical
approach to solving this optimization problem relies on its
connection to the dynamic formulation of optimal trans-
port and the celebrated Jordan-Kinderlehrer-Otto (JKO)
scheme. However, this formulation involves optimization
over convex functions, which is challenging, especially in
high dimensions. In this work, we propose an approach
that relies on the recently introduced input-convex neural
networks (ICNN) to parametrize the space of convex func-
tions in order to approximate the JKO scheme, as well as
in designing functionals over measures that enjoy conver-
gence guarantees. We derive a computationally efficient
implementation of this JKO-ICNN framework and exper-
imentally demonstrate its feasibility and validity in ap-
proximating solutions of low-dimensional partial differen-
tial equations with known solutions. We also demonstrate
its viability in high-dimensional applications through an
experiment in controlled generation for molecular discov-
ery. Joint work with David Alvarez-Melis and Yair Schiff;
Link: https://arxiv.org/abs/2106.00774

Youssef Mroueh
IBM Research
mroueh@us.ibm.com

MS319

Variational Wasserstein Gradient Flow

Wasserstein gradient flow has emerged as a promising ap-
proach to solve optimization problems over the space of
probability distributions. A recent trend is to use the well-
known JKO scheme in combination with input convex neu-
ral networks to numerically implement the proximal step.
The most challenging step, in this setup, is to evaluate
functions involving density explicitly, such as entropy, in
terms of samples. In this talk, I discuss our approach to
solve this problem that builds on the recent works with a
slight but crucial difference: we propose to utilize a varia-
tional formulation of the objective function formulated as
maximization over a parametric class of functions. The-
oretically, the proposed variational formulation allows the
construction of gradient flows directly for empirical distri-
butions with a well-defined and meaningful objective func-
tion. Computationally, this approach replaces the compu-
tationally expensive step in existing methods, to handle
objective functions involving density, with inner loop up-
dates that only require a small batch of samples and scale
well with the dimension. The performance and scalabil-

ity of the proposed method are illustrated with the aid of
several numerical experiments involving high-dimensional
synthetic and real datasets.
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MS319

Optimal Neural Network Approximation of
Wasserstein Gradient Direction via Convex
Optimization

The computation of Wasserstein gradient direction is essen-
tial for poste- rior sampling problems and scientific com-
puting. The approximation of the Wasserstein gradient
with finite samples requires solving a variational prob-
lem. We study the vari- ational problem in the family
of two-layer networks with squared-ReLU activations, to-
wards which we derive a semi-definite programming (SDP)
relaxation. This SDP can be viewed as an approximation
of the Wasserstein gradient in a broader function family
including two-layer networks. By solving the convex SDP,
we obtain the optimal ap- proximation of the Wasserstein
gradient direction in this class of functions. Numerical ex-
periments including PDE-constrained Bayesian inference
and parameter estimation in COVID-19 modeling demon-
strate the effectiveness of the proposed method.
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MS320

An Adaptive Lagrangian-Based Scheme for Non-
convex Composite Optimization

This talk introduces an adaptive augmented Lagrangian-
based method to address the comprehensive class of nons-
mooth nonconvex models with a nonlinear functional com-
posite structure in the objective. The method uses an
adaptive mechanism for the update of the feasibility pe-
nalizing elements, essentially turning the multiplier type
method into a simple alternating minimization procedure
based on the augmented Lagrangian function, from some
iteration onward. This allows to avoid the restrictive, and
until now, mandatory, surjectivity-type assumptions on the
model, while achieving theoretical guarantees comprising
iteration complexity and criticality of the limit point.
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Adaptive Proximal Gradient Method

In this talk, I will present a new way to make the classical
proximal gradient method fully adaptive and at the same
time without increasing the iteration cost. We don’t need
any additional assumptions and even relax the assumption
of global Lipschitzness for the differentiable component to
a local one. The stepsizes approximate the local curva-
ture of the differentiable function and can increase from
iteration to iteration. Compared to the adaptive gradient
descent method, this is not a straightforward extension,
but requires some new insight.
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MS320

Detecting Equivalence Between Iterative Algo-
rithms for Optimization

When are two algorithms the same? How can we be sure
a recently proposed algorithm is novel, and not a minor
twist on an existing method? In this talk, we present
a framework for reasoning about equivalence between a
broad class of iterative algorithms, with a focus on algo-
rithms designed for convex optimization. We propose sev-
eral notions of what it means for two algorithms to be
equivalent, and provide computationally tractable means
to detect equivalence. Our main definition, oracle equiv-
alence, states that two algorithms are equivalent if they
result in the same sequence of calls to the function oracles
(for suitable initialization). Borrowing from control the-
ory, we use state-space realizations to represent algorithms
and characterize algorithm equivalence via transfer func-
tions. Our framework can also identify and characterize
some algorithm transformations including permutations of
the update equations, repetition of the iteration, and con-
jugation of some of the function oracles in the algorithm. A
software package named Linnaeus implements the frame-
work and makes it easy to find other iterative algorithms
that are equivalent to an input algorithm. More broadly,
this framework and software advances the goal of making
mathematics searchable.
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MS321

Second-order optimality conditions and calculus for

second subderivatives

In this talk, we present second-order necessary and suffi-
cient optimality condition for optimization problems with
constraints g(x) ∈ C, where g is a sufficiently smooth map-
ping and C is a closed set. Clearly, this model covers many
prominent mathematical programs. We explain the role
of the curvature of set C and how it can be captured by
various variational tools. Our ultimate goal is to handle
difficult problem classes like bilevel programs or programs
with constraints governed by quasi-variational inequalities.
In these cases, set C can be written in a unified way as the
graph of a certain set-valued mapping. The main challenge
thus becomes the second-order variational analysis of sets
possessing this structure, which is needed to express the
curvature of C in terms of problem data. Concerning suf-
ficient conditions, we capture the curvature of C via the
second subderivative of the indication function associated
with C. We propose a comprehensive calculus for second
subderivatives (chain rule, marginal function rule). As it
turns out, the chain rule yields lower estimates, desirable
for sufficient conditions, for free. Similar estimates for the
marginal function are valid under a rather mild inner calm-
ness* assumption. This enables one to derive second-order
sufficient conditions very easily and using minimal assump-
tions even for the aforementioned difficult problem classes.
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MS321

Generalized Newton methods in nonsmooth opti-
mization via second-order subdifferentials

This talk proposes and develops a new Newton-type algo-
rithm to solve subdifferential inclusions defined by subgra-
dients of extended-real-valued prox-regular functions. The
proposed algorithm is formulated in terms of the second-
order subdifferential of such functions that enjoys extensive
calculus rules and can be efficiently computed for broad
classes of extended-real-valued functions. Based on this
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and on metric regularity and subregularity properties of
subgradient mappings, we establish verifiable conditions
ensuring well-posedness of the proposed algorithm and its
local superlinear convergence. The obtained results are
also new for the class of equations defined by continuously
differentiable functions with Lipschitzian gradients (C1,1

functions), which is the underlying case of our considera-
tion. The developed algorithms for prox-regular functions
and its extension to a structured class of composite func-
tions are formulated in terms of proximal mappings and
forward-backward envelopes. Besides numerous illustrative
examples and comparison with known algorithms for C1,1

functions and generalized equations, the paper presents ap-
plications of the proposed algorithms to regularized least
square problems arising in statistics, machine learning, and
related disciplines
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Geometric Characterizations of Strong Solutions
with Applications to Nuclear Norm Minimization
Problems

In this talk, I will present new geometric characterizations
of strong minimizers for optimization problems. These
characterizations do not involve the calculations of the
second subderivatives, the curvatures, or the sigma terms
that are usually contained in classic results. This makes
our characterizations look more computable and checkable.
Consequently, we apply our results to analyzing strong
minimizers of nuclear norm minimization problems. Some
other new results on solution uniqueness of nuclear norm
minimization problems will also be discussed.
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MS322

Approximating Convex Sets and Unbounded Con-
vex Projection

In this work we consider a problem of approximating con-
vex sets. A special case is the convex projection problem,
where a feasible set is projected onto a lower dimensional
subspace. The bounded cases of these problems were han-
dled in [Shao, Zhao and Cong; Approximation of convex
bodies by multiple objective optimization and an applica-
tion in reachable sets; Optimization, 67(6): 783–796, 2018]
and [Kovcov and Rudloff; Convex projection and convex
multi-objective optimization; Journal of Global Optimiza-
tion 83: 301-327, 2021]. There the sets were approximated
by (implicitly or explicitly) transforming the problem into
a multi-objective problem with one additional objective.
In this work we propose an alternative algorithm that does
not require this additional objective and, therefore, does
not increases the dimension of the image space. Beyond
this, we also address the unbounded case. Inspired by the
approach of [Wagner, Ulus, Rudloff, Kovcov and Hey; Al-
gorithms to solve unbounded convex vector optimization

problems; 2022] for convex vector optimization problems,
we provided an algorithm to approximate the recession
cone of a convex set. We use this as a first phase of an
algorithm to approximate an unbounded convex set. Our
algorithms provide us both with inner and outer polyhedral
approximations of the target set.
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MS322

Fast Multiobjective Gradient Methods with Nes-
terov Acceleration

In many applications in industry, economics or transport,
optimizing several criteria is of interest. For example in
transport, one wants to reach a destination as fast as pos-
sible with minimal power consumption. As this example
shows, the different criteria one seeks to optimize are often
contradictory. There is no design that is best for all ob-
jectives at once. This insight shifts the focus from finding
a single optimal solution to a set of optimal tradeoffs the
Pareto set.
A well-known algorithm to compute elements of the Pareto
set is the multiobjective steepest descent method. While
accelerated first-order methods are popular in singleob-
jective optimization, these methods are not studied suffi-
ciently for multiobjective optimization problems. A fruitful
approach to analyze gradient methods is to interpret them
as discretizations of appropriate dynamical systems. The
analysis of the continuous dynamics is often simpler and
can later on be transferred to the discrete setting.
In this talk, we present contributions in the field of ac-
celerated multiobjective gradient methods. We introduce
an inertial gradient-like dynamical system in the multiob-
jective setting, whose trajectories converge to Pareto op-
timal solutions. The discretization of this system leads to
an accelerated multiobjective algorithm that generates se-
quences which converge to Pareto optimal solutions. We
will discuss the convergence behaviour of this algorithm
and present numerical examples.
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MS322

A Norm Minimization-Based Convex Vector Opti-
mization Algorithm with Convergence Analysis

We propose an algorithm for solving bounded convex vec-
tor optimization problems. The algorithm is based on solv-
ing norm-minimizing scalarizations. It starts with an ini-
tial outer approximation to the upper image and iterates by
computing finer outer approximations. The novelty of this
work is to provide the convergence rate of one such algo-
rithm dealing with convex vector optimization problems.
To obtain this result, we modify the norm-minimizing
scalarization using an additional constraint that enables
working with a compact set in the image space. We show
that the sequence of polyhedral approximations obtained
from the algorithm is a Hausdorff sequence (H-sequence)
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and provide a lower bound on the convergence rate of the
algorithm.
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Private Federated Learning with Superquantile Ag-
gregation for Heterogeneous Data

We present a federated learning framework that is designed
to robustly deliver good predictive performance across in-
dividual clients with heterogeneous data. The proposed
approach hinges upon a superquantile-based learning ob-
jective that captures the tail statistics of the error distri-
bution over heterogeneous clients. We present a stochas-
tic training algorithm which interleaves differentially pri-
vate client filtering with federated averaging steps. We
prove finite time convergence guarantees for the algorithm:
1/

√
T in the nonconvex case in T communication rounds

and exp(−T/κ3/2) + κ/T in the strongly convex case with
local condition number κ. Experimental results on bench-
mark datasets for federated learning demonstrate that our
approach is competitive with classical ones in terms of av-
erage error and outperforms them in terms of tail statistics
of the error.
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MS323

The Impact of Data Heterogeneity on Personalized
Federated Learning

In many federated learning applications, learning one per-
sonalized model per client (i.e. local data distribution) can
greatly improve performance and provide a more person-
alized experience to end users. However, such a person-
alization requires to intelligently take advantage of clients
whose data distributions are relatively similar. To what
extent can a client use another client’s data to improve its
performance? In this presentation, I will discuss the im-
pact of data heterogeneity on personalized federated learn-
ing, and show that a natural notion of distance between the
local data distributions arises when analyzing this problem
from the lens of optimization theory. More precisely, I will
provide matching lower and upper sample complexities for
personalized federated learning, and show that a simple

gradient filtering approach is optimal is a worst-case min-
imax sense. The optimal sample complexity will depend
on a class of distances between data distributions known
as Integral Probability Metrics (IPMs).

Kevin Scaman
INRIA
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MS323

On the Unreasonable Effectiveness of Federated
Averaging with Heterogeneous Data

Existing theory predicts that data heterogeneity will de-
grade the performance of the Federated Averaging (Fe-
dAvg) algorithm. However, in practice, the simple FedAvg
algorithm converges very well. In this talk, we explain
the seemingly unreasonable effectiveness of FedAvg that
contradicts the previous theoretical predictions. We find
that the key assumption of bounded gradient dissimilarity
in previous theoretical analyses is too pessimistic to char-
acterize data heterogeneity in practical applications. For
a simple quadratic problem, we demonstrate there exist
regimes where large gradient dissimilarity does not have
any negative impact on the convergence of FedAvg. Moti-
vated by this observation, we propose a new quantity aver-
age drift at optimum to measure the effects of data hetero-
geneity and explicitly use it to present a new theoretical
analysis of FedAvg. We show that the average drift at opti-
mum is nearly zero across many real-world federated train-
ing tasks, whereas the gradient dissimilarity can be large.
And our new analysis suggests FedAvg can have identical
convergence rates in homogeneous and heterogeneous data
settings, and hence, leads to a better understanding of its
empirical success.

Jianyu Wang
Meta AI Research
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MS324

Optimization for Helping Vulnerable Groups

The Sustainable Development Goal 3 of the 2030 Agenda
for Sustainable Development is to ensure healthy lives and
promoting well-being for all at all ages. Therefore, ensure
that every person has access to health and social services
is one of the greatest challenges of today and in future.
Optimization can help to provide solutions that reach uni-
versal high-quality health coverage at an affordable cost, in
particular for vulnerable groups. In this talk, we present
the optimization methodologies, models, algorithms and
tools applied to Non-Profit Organizations (NPO) and Non-
Governmental Organizations (NGO) in areas as health and
social that had led to a positive impact on the society. We
describe real applications on home health and social care
logistics and personnel scheduling; circular economy of as-
sistive technology; location of the primary health care cen-
ters or schools in high growing population areas; food secu-
rity and distribution; and scheduling special transportation
for persons with reduced mobility.

Helena Ramalhinho, Jesica de Armas
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MS325

The Adaptive Fixed Step Stochastic Gradient
Method

A folklore adaptive fixed step stochastic gradient (SG) al-
gorithm works as follows. Execute SG with a fixed step
η > 0 until the iterates approach stationarity, then re-
execute SG starting from last iterate of the previous ex-
ecution but with the revised fixed step η ← β0η, β0 < 1
until the iterates again approach stationarity, and so on.
This restart scheme is attractive because (i) it is simple
to implement, and (ii) each execution of SG is known to
attain stationarity exponentially fast. A particular version
of this scheme was originally conceived by Georg Pflug in
1983, and enhancements, e.g., SASA (Lang et al., 2019),
during 2018–2021 have reported surprisingly positive nu-
merical results. We build on these variations by construct-
ing a mechanism to rigorously detect when each execution
of fixed step SG attains stationarity.

Raghu Pasupathy
Purdue University
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MS325

Counter Examples for (Stochastic) Gradient De-
scent

Stochastic Gradient Descent (SGD) is a widely deployed
algorithm for solving estimation problems that arise in
statistics and learning. Accordingly, SGD has been ana-
lyzed from many perspectives to understand its behavior
and to ensure its reliability, especially from a global con-
vergence/consistency perspective. Unfortunately, we will
show through simple examples that existing global conver-
gence analyses make unrealistic deterministic assumptions,
which result in incorrect conclusions or the utilization of
inappropriate techniques. To be specific, counter to exist-
ing results, we will construct a deterministic example under
realistic assumptions for which Gradient Descent (GD) will
diverge catastrophically. Then, counter to a popular tech-
nique, we will provide a deterministic example for which
approximating GD with continuous GD leads to incorrect
conclusions about GD. Turning to stochastic assumptions,
we show that existing stochastic assumptions are unreal-
istic for simple machine learning and statistics problems.
Thus, we highlight that GD and SGD do not have an ap-
propriate theory for learning problems. Finally, we provide
results for the global convergence of GD and SGD that ad-
dress these gap.

Vivak Patel
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MS325

On the Efficiency of a Wide Class of Derivative-

Free Optimization Methods

Various research communities, ranging from machine learn-
ing to engineering design, have adopted distinct derivative-
free optimization (DFO) methods. There has, however, not
been a concerted effort to understand the relative merits
of this disparate class of methods in a controlled setting.
We report the performance of interpolation-based meth-
ods, finite differences and randomized methods for solving
prompt optimization problems in natural language process-
ing and noisy variants of the CUTEst test set.
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MS326

On Proximal Augmented Lagrangian Based De-
composition Methods for Dual Block-Angular Con-
vex Composite Conic Programming Problems

We design inexact proximal augmented Lagrangian based
decomposition methods for convex composite conic pro-
gramming problems with dual block-angular structures.
Our methods are particularly well suited for convex conic
programming problems arising from stochastic program-
ming models. The algorithmic framework is based on the
application of the abstract inexact proximal ADMM frame-
work developed in [Chen, Sun, Toh, Math. Prog. 161:237–
270] to the dual of the target problem, as well as the ap-
plication of the recently developed symmetric Gauss-Seidel
decomposition theorem for solving a proximal multi-block
convex composite quadratic programming problem. The
key issues in our algorithmic design are firstly in designing
appropriate proximal terms to decompose the dual variable
blocks to make the subproblems easier to solve, and sec-
ondly to develop novel numerical schemes to solve the de-
composed subproblems efficiently. Our inexact augmented
Lagrangian based decomposition methods have guaranteed
convergence. We present an application of the proposed
algorithms to the doubly nonnegative relaxations of unca-
pacitated facility location problems, as well as to two-stage
stochastic optimization problems. We conduct numerous
numerical experiments to evaluate the performance of our
method against state-of-the-art solvers such as Gurobi and
MOSEK. Moreover, our proposed algorithms also com-
pare favourably to the well-known progressive hedging al-
gorithm.
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MS326

Communication Topology of Decentralized Opti-
mization

Massive data and computing resources are owned by mas-
sive parties in the society. Collaboratively utilizing these
data and resources have significant economic values but ob-
structed by considerable obstacles, including lack of trust
among distinct parties, risks of leaking privacy, and con-
cerns on the collaboration quality. This talk discusses a
promising solution via decentralized optimization, where
parties are connected without a central moderator; every-
one only communicates model weights/gradients with its
direct neighbours. This talk will focus on how the commu-
nication topology would influence the behaviour of decen-
tralized systems.

Fengxiang He
JD Explore Academy, JD.com Inc.
fengxiang.f.he@gmail.com
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On Regularized Square-Root Regression Problems:
Distributionally Robust Interpretation and Fast
Computations

Square-root (loss) regularized models have recently become
popular in linear regression due to their nice statistical
properties. Moreover, some of these models can be inter-
preted as the distributionally robust optimization counter-
parts of the traditional least-squares regularized models. In
this paper, we give a unified proof to show that any square-
root regularized model whose penalty function being the
sum of a simple norm and a seminorm can be interpreted
as the distributionally robust optimization (DRO) formu-
lation of the corresponding least-squares problem. In par-
ticular, the optimal transport cost in the DRO formulation
is given by a certain dual form of the penalty. To solve the
resulting square-root regularized model whose loss func-
tion and penalty function are both nonsmooth, we design
a proximal point dual semismooth Newton algorithm and
demonstrate its efficiency when the penalty is the sparse
group Lasso penalty or the fused Lasso penalty. Extensive
experiments demonstrate that our algorithm is highly effi-
cient for solving the square-root sparse group Lasso prob-
lems and the square-root fused Lasso problems.
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MS327

Compressing Deep Neural Networks Can Improve
Out-Of-Distribution Robustness

Successful adoption of deep learning (DL) in the wild re-
quires models to be: (1) compact, (2) accurate, and (3) ro-
bust to distributional shifts. Unfortunately, efforts towards
simultaneously meeting these requirements have mostly
been unsuccessful. This raises an important question: Is
the inability to create Compact, Accurate, and Robust
Deep neural networks (CARDs) fundamental? To answer
this question, we perform a large-scale analysis of popular
model compression techniques which uncovers several in-
triguing patterns. Notably, in contrast to traditional prun-
ing approaches (e.g., fine tuning and gradual magnitude
pruning), we find that ”lottery ticket-style” approaches
can surprisingly be used to produce CARDs, including
binary-weight CARDs. Specifically, we are able to cre-
ate extremely compact CARDs that, compared to their
larger counterparts, have similar test accuracy and match-
ing (or better) robustness – simply by pruning and (option-
ally) quantizing. Leveraging the compactness of CARDs,
we develop a simple domain-adaptive test-time ensembling
approach (CARD-Decks) that uses a gating module to
dynamically select appropriate CARDs from the CARD-
Deck based on their spectral-similarity with test samples.
The proposed approach builds a ”winning hand’ of CARDs
that establishes a new state-of-the-art (on RobustBench)
on CIFAR-10-C and CIFAR-100-C accuracies with better
memory usage than non-compressed baselines.

James Diffenderfer
Lawrence Livermore National Laboratory
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MS327

L-SR1 Adaptive Regularization Using Cubics for
Deep Neural Networks

Stochastic gradient descent is commonly used in the field
of deep learning due to its computational efficiency and
low-storage memory requirements. However, they involve
fine-tuning many hyper-parameters. Quasi-Newton meth-
ods do not require such tuning and have been implemented
effectively in both line-search and trust-region settings. In
this work, we propose an adaptive regularized using cu-
bics approach using limited-memory symmetric rank-one
updates. We investigate the performance of this approach
on auto encoders and feed-forward neural network models
and compare with existing first-order stochastic methods.

Roummel F. Marcia, Aditya Ranganath, Mukesh Singhal
University of California, Merced
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Generalising Quasi-Newton Updates to Higher Or-
ders

At the heart of all quasi-Newton methods is an update rule
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that enables us to gradually improve the Hessian approx-
imation using the already available gradient evaluations.
Theoretical results show that the global performance of op-
timization algorithms can be improved with higher-order
derivatives. This motivates an investigation of generaliza-
tions of quasi-Newton update rules to obtain for example
third derivatives (which are tensors) from Hessian evalua-
tions. Our generalization is based on the observation that
quasi-Newton updates are least-change updates satisfying
the secant equation, with different methods using different
norms to measure the size of the change. We present a
full characterization for least-change updates in weighted
Frobenius norms (satisfying an analogue of the secant equa-
tion) for derivatives of arbitrary order. Moreover, we estab-
lish convergence of the approximations to the true deriva-
tive under standard assumptions and explore the quality of
the generated approximations in numerical experiments.
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MS328

On the Convergence Properties of Infeasible Inex-
act Proximal Alternating Linearized Minimization

Proximal alternating linearized minimization method
(PALM) suits well for solving block-structured optimiza-
tion problems, which are ubiquitous in real applications.
In the cases where subproblems do not have closed-form
solutions, e.g., due to complex constraints, infeasible sub-
solvers are indispensable, giving rise to an infeasible in-
exact PALM (PALM-I). Numerous efforts have been de-
voted to analyzing feasible PALM, while little attention
has been paid to PALM-I. The usage of PALM-I thus lacks
theoretical guarantee. The essential difficulty of analyses
consists in the objective value nonmonotonicity induced by
the infeasibility. We study in the present work the conver-
gence properties of PALM-I. In particular, we construct a
surrogate sequence to surmount the nonmonotonicity issue
and devise an implementable inexact criterion. Based upon
these, we manage to establish the stationarity of any ac-
cumulation point and, moreover, show iterate convergence
and provide new asymptotic convergence rates for PALM-I
under the assumption of Lojasiewicz property. The promi-
nent advantages of PALM-I on running time are corrobo-
rated via numerical experiments on problems arising from
quantum physics and 3D anisotropic frictional contact.
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MS328

Decentralized Optimization Over the Stiefel Man-
ifold by An Approximate Augmented Lagrangian
Function

In this talk, we focus on the decentralized optimization
problem over the Stiefel manifold, which is defined on a
connected network of d agents. The objective is an av-
erage of d local functions, and each function is privately
held by an agent and encodes its data. The agents can
only communicate with their neighbors in a collaborative
effort to solve this problem. In existing methods, multi-
ple rounds of communications are required to guarantee
the convergence, giving rise to high communication costs.
In contrast, this paper proposes a decentralized algorithm,
called DESTINY, which only invokes a single round of com-
munications per iteration. DESTINY combines gradient
tracking techniques with a novel approximate augmented
Lagrangian function. The global convergence to stationary
points is rigorously established. Comprehensive numerical
experiments demonstrate that DESTINY has a strong po-
tential to deliver a cutting-edge performance in solving a
variety of testing problems.
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MS329

Stochastic Optimization of Water Distribution
Network Operation to Provide Power Grid Flex-
ibility

Drinking water distribution networks can be operated as
flexible loads in the power grid. We present a stochas-
tic optimization framework that controls the supply pump
operation in the water distribution network while satis-
fying power and water distribution network constraints.
We solve for the schedule and real-time adjustments in
the pump power consumption given power demand uncer-
tainty. Analytical reformulations are employed, resulting
in a tractable problem. Through case studies, we demon-
strate the performance of our approach.
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MS329

Pre-Trained Solution Methods for Unit Commit-
ment

This study aims to improve the solution methods for the
unit commitment problem, a short-term planning problem
in the energy industry. In particular, we focus on Dantzig-
Wolfe decomposition with a regularised column generation
procedure. Firstly, initialisation methods of the column
generation procedure based on machine learning techniques
are studied. After offline training, for each unit commit-
ment problem, the method outputs dual values which can
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be used to warmstart the solution method, leading to a sig-
nificant saving of computational time. Secondly, the col-
umn generation procedure is extended to handle incremen-
tal generation of columns. Instead of generating columns
for all the components in each iteration, our method gener-
ates a subset of them and updates the dual variable using
the partially updated restricted master problem. Conver-
gence analysis of the method is given under various con-
ditions. These enhancements are tested on large-scale test
instances.
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MS329

FlexibilityManagement in Economic Dispatch with
Dynamic Automatic Generation Control

As the installation of electronically interconnected renew-
able energy resources grows rapidly in power systems, sys-
tem frequency maintenance and control become challeng-
ing problems to maintain the system reliability in bulk
power systems. As two of the most important frequency
control actions in the control centers of independent system
operators (ISOs) and utilities, the interaction between Eco-
nomic Dispatch (ED) and Automatic Generation Control
(AGC) attracts more and more attention. In this talk, we
propose a robust optimization based framework to mea-
sure the system flexibility by considering the interaction
between two hierarchical processes (i.e., ED and AGC). We
propose a cutting plane algorithm with the reformulation
technique to obtain seven different indices of the system.
In addition, we study the impacts of several system factors
(i.e., the budget of operational cost, ramping capability,
and transmission line capacity) and show numerically how
these factors can influence the system flexibility.
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MS330

Data-Driven Optimization Via the Scenario Ap-
proach: a Theory for the User Based on Condi-
tional Risk Assessments

Data-driven methods are gaining increasing ground in the
field of decision-making and - today more than ever in the
past owing to the widespread diffusion of autonomous sys-
tems the reliable adoption of these methods requires to
develop solid theories to keep control on the probability
that a decision may underperform when applied to a new,
out-of-sample, case (this probability is called the risk). In
the context of the scenario approach, it has been proven
that there exists an observable called the complexity (de-
fined as the number of elements in the data set from which
the solution can be reconstructed) that serves as a univer-
sal indicator to estimate the risk. In this presentation, we
move a further step forward and consider the conditional
probability distribution of the risk given the complexity.
First, we provide evidence that this quantity is of great
importance to the end user and yet - due to fundamental
theoretical limitations - no meaningful conditional assess-
ments can be made without calling for some additional
knowledge on the uncertainty generation mechanism. We
then introduce a new perspective that allows one to incor-
porate prior knowledge and establish the result that strong
conditional results can be established under very mild pri-
ors. Besides its intrinsic epistemological value, this result
allows for tight, a-posteriori, evaluations of the risk and im-
proves the usability of data-driven optimization methods.
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MS330

Robust Qualitative System Identification Through
Robust Optimization

Safe implementation of any algorithm requires understand-
ing its performance. In the context of linear system iden-
tification, one might know that system is stable, yet, due
to noise corrupted data, traditional tools can lead to an
identified model that fails to be stable. Such a mismatch
in qualitative behaviour can be detrimental. In this talk
we leverage the theory of moderate deviations to handle
precisely this situation. Given a single trajectory of corre-
lated data, we prove that the corresponding least squares
estimator satisfies a moderate deviation principle for a rate
function we compute explicitly. Next, we use this rate func-
tion to define a data-driven robust optimization problem
that captures our desire of system identification subject to
the underlying system being stable. Here, the ambiguity
set we optimize over is not chosen but inferred directly from
the problem. Although the optimization problem at hand
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is non-convex, we can construct an arbitrarily precise so-
lution via a single linear algebra routine, plus, our method
comes equipped with finite-sample statistical guarantees
detailling how the probabilistic error between our identi-
fied model and the true unknown model decays in sampling
size. Summarizing, we present the first statistical analysis
of a practical qualitative system identification algorithm
and we contribute to the area of optimization over stable
matrices. We will also mention nonlinear hyperbolic sys-
tems and a link with Lyapunov exponents.
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MS330

A Pareto-Dominance Principle for Data-Driven
Optimization

We propose a statistically optimal approach to construct
data-driven decisions for stochastic optimization problems.
Fundamentally, a data-driven decision is simply a function
that maps the available training data to a feasible action.
It can always be expressed as the minimizer of a surro-
gate optimization model constructed from the data. The
quality of a data-driven decision is measured by its out-of-
sample risk. An additional quality measure is its out-of-
sample disappointment, which we define as the probability
that the out-of-sample risk exceeds the optimal value of the
surrogate optimization model. The crux of datadriven op-
timization is that the data-generating probability measure
is unknown. An ideal data-driven decision should there-
fore minimize the out-of-sample risk simultaneously with
respect to every conceivable probability measure (and thus
in particular with respect to the unknown true measure).
Unfortunately, such ideal data-driven decisions are gener-
ally unavailable. This prompts us to seek data-driven de-
cisions that minimize the out-of-sample risk subject to an
upper bound on the out-of-sample disappointment - again
simultaneously with respect to every conceivable probabil-
ity measure. We prove that such Pareto-dominant data-
driven decisions exist under conditions that allow for in-
teresting applications.
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MS331

Neural Network Certification via Nonconvex Low-
Rank Semidefinite Relaxations

It is well known that most neural networks are susceptible
to adversarial attacks. In safety critical applications, peo-
ple often robustly train their neural networks to be resilient
towards potential adversarial attacks. However, without a
certification that the model is rigorously robust against
all possible attacks, the model could still be vulnerable to
unseen further attacks. One promising technique for neu-
ral network certification is based on semidefinite program-
ming, convex relaxation of the ReLU gate. Unfortunately,
due to the large number of neurons in the network, most
SDP solvers are not scalable for neural network certifica-
tion. In this talk, we present a nonconvex relaxation for
the ReLU gate, based on applying the nonconvex Burer-
Monteiro approach to a semidefinite programming relax-
ation. Despite nonconvexity, we provide an algorithm to
systematically escape saddle points, in order to arrive at a
solution that is guaranteed to be near-globally optimal in
moderate time and memory complexity. Our experimental
results on small to medium size neural networks find that
our nonconvex relaxation is significantly tighter than previ-
ous convex relaxations, and can consistently overcome the
convex relaxation barrier that stymies the existing state-
of-the-art.
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A Newton-Type Method for Sdp

This work proposes a squared smoothing Newton method
via the Huber smoothing function for solving semide?nite
programming problems (SDPs). We ?rst study the fun-
damental properties of the matrix-valued mapping de?ned
upon the Huber function. Using these results and existing
ones in the literature, we then conduct rigorous conver-
gence analysis and establish convergence properties for the
proposed algorithm. To evaluate the practical performance
of the algorithm, we conduct extensive numerical experi-
ments for solving various classes of SDPs.
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First-Order Proximal Splitting Methods for SDP
Formulation of Euclidean Distance Matrix Opti-
mization

We propose first-order splitting methods for a family of
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matrix optimization problems involving Euclidean distance
matrices (EDMs). In our framework, we first reformulate
the EDM optimization problem as a semidefinite program
(SDP). The equivalent SDP formulation is then solved
via first-order splitting methods, in which the semidefinite
conic constraint and linear constraints are handled sepa-
rately. In many applications, the matrix size remains mod-
erate while the number of linear constraints scales quickly.
By using first-order splitting methods, the large-scale lin-
ear constraints are handled via simple linear algebra oper-
ations. The proposed framework is applied to two machine
learning problems, and numerical results validate its scal-
ability.
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Positive k-spanning sets and their use in derivative
free optimization

Positive spanning sets (PSSs) are sets of vectors spanning
R� using non-negative linear combinations. They can also
be defined as sets properly approximating any given di-
rection in the space and as such they prove very useful
in derivative-free optimization algorithms. Optimization
methods based on PSSs typically favor those with the best
cosine measure, as this implies that the elements of the
PSS are well spread in space. However, this metric does
not fully account for the structure of the PSS: in particu-
lar, it does not reflect the spanning capabilities of a given
subset of the PSS vectors. In this talk, we will focus on
a particular subclass of PSSs, called positive k-spanning
sets. A positive k-spanning set (PkSS) remains positively
spanning when some of its elements are removed. After
formally defining the positive k-spanning property, we will
provide examples of PkSSs and present the classic way to
construct them using arguments from polytope theory. We
will present a new tool to quantify the quality of a PkSS,
called the k-cosine measure. PkSSs are usually built using
Gale diagrams. This very useful technique unfortunately
does not give any kind of control over the k-cosine mea-
sure of the PkSS. To fix that problem, we will introduce
an alternative method to build such sets giving a minimal
bound on their k-cosine measure. Finally, we will compare
the efficiency of DFO algorithms using these PkSSs with
that of those using regular PSSs.
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Coupling learning of hidden constraints with sur-
rogate optimization

Real industrial studies often give rise to optimization prob-
lems involving time-consuming complex simulators that
can produce some failures or instabilities for some input
sets: for instance, convergence issues of the numerical
scheme of partial derivative equations. The set of inputs
corresponding to failures is often not known a priori and
corresponds to a hidden constraint, also called a crash con-
straint. Since the observation of a simulation failure might
be as costly as a feasible simulation, we seek to learn the
feasible region to guide the optimization process in areas
without simulation failures. Therefore, we propose to cou-
ple a surrogate-based optimization method with a Gaussian
process classifier active learning method to learn the crash
domain. A dedicated infill criterion is proposed to choose
new simulations to, on one side, reduce the uncertainty on
the feasible domain and, on the other side, explore promis-
ing feasible regions regarding the optimization objective.
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Accelerating Randomized Adaptive Subspace
Trust-Region Algorithms

This talk presents an algorithm for solving determinis-
tic derivative-free optimization problems with thousands
of decision variables. We employ a randomized dimen-
sion reduction technique based on Johnson-Lindenstrauss
transforms and the trust-region framework of Cartis and
Roberts. A key ingredient in our work is to extend the
affine space within which the algorithm operates to include
information learned in the course of the optimization. By
adapting this space as well as its dimension, we obtain sig-
nificant performance benefits on a class of large-scale test
problems without sacrificing convergence guarantees.

Kwassi Joseph Dzahini
Argonne National Laboratory
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Xiaoqian Liu
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Stefan Wild
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LANS, Mathematics and Computer Science
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MS333

Stochastic Variance-Reduced Majorization-
Minimization Algorithms

We consider a class of nonconvex nonsmooth optimization
problems whose objective is a sum of two functions. One
is the average of a large number of differentiable compo-
nent functions, while the other is a proper lower semi-
continuous function. Such problems usually arise in ma-
chine learning, known as regularized empirical risk min-
imization. However, their nonconvexity and large-sum
structure are challenging for designing new algorithms.
Indeed, research dealing with these two features is still
scarce. In this talk, we introduce three stochastic variance-
reduced majorization-minimization (MM) algorithms com-
bining the general MM principle with novel variance reduc-
tion techniques SAGA, SVRG, and SARAH. Under stan-
dard assumptions, we study the almost surely subsequen-
tial convergence of the generated sequence to a stationary
point and prove that our algorithms can achieve the best-
known complexity bounds in terms of the number of gra-
dient evaluations. We demonstrate the effectiveness of our
algorithms on sparse binary classification problems, sparse
multi-class logistic regression, and neural networks using
several well-known data sets.

Nhat Phan
University of Massachusetts Lowell
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Sedi Bartz
University of Massachusetts Lowell
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MS333

Inexact Reduced Gradient Methods for Nonconvex
Smooth Optimization

The talk introduces new gradient-type methods with in-
exact gradient information for finding stationary points of
nonconvex continuously differentiable functions on finite-
dimensional spaces. A general scheme for inexact reduced
gradient (IRG) methods with different stepsize selections
is proposed to construct sequences of iterates with station-
ary accumulation points. Convergence results with conver-
gence rates for the developed IRG methods are established
under the Kurdyka-Lojasiewicz property. The conducted
numerical experiments confirm the efficiency of the pro-
posed algorithms.

Dat Tran
Wayne State University

tranbadat@wayne.edu

MS334

On the Hausdorff Distance Between a Pareto Set
and Its Discretization

We discuss upper bounds on the Hausdorff distances be-
tween the efficient set and its discretization in the deci-
sion space, and between the Pareto set and its discretiza-
tion in the objective space, in the context of bi-objective
convex quadratic optimization on a compact feasible set.
Our results imply that if t is the dispersion of the sampled
points in the discretized feasible set, then the Hausdorff dis-
tances in both the decision space and the objective space
are O(

√
t) as t decreases to zero.

Susan Hunter, Burla Ondes
Purdue University
susanhunter@purdue.edu, bondes@purdue.edu

MS334

Approximate Optimal Multiobjective Model Pre-
dictive Control

Model predictive control (MPC) is a control method that
approximates the solution of an optimal control problem
on an infinite time horizon. In each iteration step an op-
timal control problem on a finite horizon is solved and,
thus, by shifting the horizon the approximate solution of
the infinite horizon problem can be constructed from these
solutions. A natural extension of MPC is to consider not
only one, but multiple objectives. This leads to the for-
mulation of a multiobjective optimal control problem for
which we introduce a multiobjective MPC scheme. In this
talk, we discuss the system theoretic properties of our pro-
posed algorithm as well as, due to the optimization-based
nature of the method, performance results for the objective
functions. Finally, we analyze the quality of the solution
in terms of ε-efficient solutions in a multiobjective sense.
More precisely, we consider a weighted sum approach to
make use of well-known single-objective MPC results and
then, to obtain an error bound on our algorithm. Applica-
tion examples and numerical simulations will illustrate our
findings.

Lisa Krügel
Universität Bayreuth
lisa.kruegel@uni-bayreuth.de

Lars Grüne
Mathematical Institute
Universitaet Bayreuth
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MS334

Using Vector Optimization to Compute the Set of
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All Nash Equilibria of a Game

Nash equilibria and Pareto optimization are two distinct
concepts in multi-criteria decision making. It is well known
that the two concepts do not coincide. However, in this
work we show that it is possible to characterize the set of all
Nash equilibria for any non-cooperative game as the set of
all Pareto optimal solutions of a certain vector optimization
problem. To accomplish this task, we enlarge the objective
function and formulate a non-convex ordering cone under
which Nash equilibria are Pareto efficient. These results are
first discussed for shared constraint games, but extend eas-
ily to generalized Nash games, as well as to vector-valued
games. The characterization holds for all non-cooperative
games (non-convex, convex, linear). This characterization
opens a new way of computing Nash equilibria. It allows to
use algorithms from vector optimization to compute resp.
to approximate the set of all Nash equilibria, which is in
contrast to the classical fixed point iterations that find just
a single Nash equilibrium. Examples are given, first in the
linear case. Then, the convex case is considered and an
algorithm is proposed that computes a subset of the set of
epsilon-Nash equilibria such that it contains the set of all
(true) Nash equilibria for convex games with either inde-
pendent convex constraint sets for each player, or polyhe-
dral joint constraints.

Birgit Rudloff
Vienna University of Economics and Business
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Stevens Institute of Technology
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MS335

Sequential Optimization of CVaR for MDPs: Exis-
tence and Computation of Optimal Policies

We study the problem of Conditional Value at Risk (CVaR)
optimization for a finite-state Markov Decision Process
(MDP) with total discounted costs and the reduction of
this problem to a robust MDP. The CVaR optimization
problems for finite and infinite-horizon MDPs can be refor-
mulated as robust MDPs with compact state spaces. States
in these robust MDPs are the original states of the prob-
lems augmented with tail risk levels, and for each problem
the decision maker knows only the initial tail risk levels at
the initial state and time. Thus, in order to find an optimal
policy following this approach, the Decision Maker needs
to solve a robust MDP with incomplete state observations
because after the first move the Decision Maker observes
states of the system, but the tail risk levels are unknown.
This paper shows that for the CVaR optimization prob-
lem the corresponding Robust MDP can be solved by us-
ing the methods of convex analysis. This paper introduces
the algorithm for computing and implementing an optimal
CVaR policy by using the value function for the version of
this Robust MDP with completely observable tail risk lev-
els at all states. This algorithm and our main results are

presented for a more general problem of optimization of a
linear combination of CVaR and mean values for possibly
different cost functions.

Rui Ding
Stony Brook University
Applied Mathematics and Statistics
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Eugene A. Feinberg
Stony Brook University
eugene.feinberg@stonybrook.edu

MS335

General Forms of Berge’s Maximum Theorem with
Applications to Games with Perfect Information
and Distributionally Robust Optimization

Berges maximum theorem is the classic fact on the con-
tinuity of objective functions and upper semicontinuity of
solution multifunction for parametric optimization, which
is broadly used in robust optimization. The original for-
mulation of Berge’s maximum theorem assumes that the
objective function is continuous and decision sets are com-
pact. These assumptions do not hold in many applications,
including many inventory control problems. We general-
ize Berge’s maximum theorem in three directions: (i) the
objective function may not be continuous, (ii) the sets of
feasible decisions may not be compact, and (iii) necessary
and sufficient conditions are provided. These results are
applied to prove continuity of values and existence of solu-
tions for distributionally robust inventory control problems
with moment constraints.

David Kraemer, Eugene A. Feinberg
Stony Brook University
david.kraemer@stonybrook.edu,
eugene.feinberg@stonybrook.edu

Pavlo Kasyanov
National Technical University of Ukraine
kasyanov@i.ua

MS335

Optimizing Entropic Risk in MDPs

Prior work on safe Reinforcement Learning (RL) has stud-
ied risk-aversion to randomness in dynamics (aleatory) and
to model uncertainty (epistemic) in isolation. We propose
and analyze a new framework to jointly model the risk asso-
ciated with epistemic and aleatory uncertainties in finite-
horizon and discounted infinite-horizon MDPs. We call
this framework that combines Risk-Averse and Soft-Robust
methods RASR.We show that when the risk-aversion is de-
fined using either EVaR or the entropic risk, the optimal
policy in RASR can be computed efficiently using a new
dynamic program formulation with a time-dependent risk
level. As a result, the optimal risk-averse policies are de-
terministic but time-dependent, even in the infinite-horizon
discounted setting. We also show that particular RASR ob-
jectives reduce to risk-averse RL with mean posterior tran-
sition probabilities. Our empirical results show that our
new algorithms consistently mitigate uncertainty as mea-
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sured by EVaR and other standard risk measures.
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MS336

Gathering Systems Design Optimization

Oil and gas field development often involves multiple as-
sets with different reservoir characteristics, and the effi-
ciency of gathering system design across these assets has a
significant impact on overall liquid recovery and economic
performance. Frequent challenges include how to efficiently
allocate and inject gas back into reservoirs to boost liquid
production, how to cost-effectively route oil and gas among
assets and terminals, and how to reduce flaring. To resolve
these challenges altogether, we develop a general frame-
work where the subsurface dynamics are incorporated via
surrogate modeling, and the gathering system design con-
siders both integrated asset management and economic ef-
ficiency. We use mathematical modeling to maximize the
overall economics consisting of liquid recovery revenue, net-
work infrastructure expenses, etc., while satisfying external
oil and gas demands that are sometimes uneconomical due
to contracts and policies. When economics assumptions are
unclear, we break down the objective into multiple steps
such as to maximize liquid recovery while satisfying exter-
nal demands, and then to minimize gathering network in-
frastructures used for routing. The most significant uncer-
tainties in this problem are external demands and subsur-
face uncertainties, which can be addressed using stochastic
programming. Alternatively, we analyze hundreds of cases
and conduct statistical analysis, revealing solution patterns
that are robust across all or most scenarios.

Yuzixuan Zhu, Jizhou Li, Yufen Shao
ExxonMobil
yuzixuan.zhu1@exxonmobil.com,
jizhou.li@exxonmobil.com, yufen.shao@exxonmobil.com

MS336

Integrated Network Optimization for Oil Produc-
tion Using Mixed-Integer Piecewise-Linear Pro-
gramming

The oil production system typically consists of a complex
network of wells, flow lines and surface equipment. To
increase the total oil output from the production system,
produced gas can be injected into the wellbore via an arti-
ficial lift process called gas-lift. The role of injected gas (or
gas-lift gas) in a gas-lift operation is to reduce the density
of the fluid column, leading to a decrease in well bottom
hole pressure and consequently increasing production. In

offshore applications, gas-lift gas can also be injected into
the subsea flow lines or risers to further increase produc-
tion. In this paper, we propose a mathematical program-
ming approach whereby piecewise-linear functions are used
to approximate the nonlinear multiphase flow behavior in
both wells and flow lines within a production network. The
resulting optimization model is a mixed-integer linear pro-
gram (MILP) that determines the optimal operation of the
integrated production network, i.e. optimal gas lift injec-
tion, choke setting and well-separator routing. The pro-
posed approach realizes both increased oil production (or
uplift) and computational time improvement compared to
traditional industry tools. Application to an offshore pro-
duction system show up to 9% increase in oil production
and an order magnitude reduction in computation time.

Keith Zorn
ExxonMobil
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MS336

Multiperiod Blending With a Twist

Multiperiod blending problems are a natural extension of
classic pooling problems and play a critical role in numer-
ous industrial planning and scheduling applications. Tra-
ditional multiperiod blending problems model the physical
blending of raw materials within a series of blending tanks.
This work builds on this traditional setting in two ways.
First, we present a model that includes an additional ac-
counting network layer through which a raw materials non-
physical properties are blended and stored over time. Sec-
ond, we showcase decomposition and discretization meth-
ods that are capable of providing high-quality solutions
to these large-scale non-convex optimization problems in a
reasonable amount of time.

Benjamin Sauk, Rick Zhu, Dimitri Papageorgiou,
Youngdae Kim
ExxonMobil
benjamin.f.sauk@exxonmobil.com,
yu.zhu1@exxonmobil.com, dim-
itri.j.papageorgiou@exxonmobil.com, young-
dae.kim@exxonmobil.com

MT1

On the Role of Circuits in Linear Programming

In this minitutorial, we will explain the role minimal linear
dependencies of the constraint matrix, aka circuits, play
in controlling the strongly polynomial complexity of linear
programming. Using the circuit lens, we will show how to
extend and improve upon works of Tardos ’86 and Vavavis
and Ye ’96 on solving “well-conditioned’ LPs in strongly-
polynomial time. Our first focus will be to explain the
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properties of standard form LPs whose constraint matrix
have bounded circuit imbalance measure: this is the largest
ratio between the absolute values between the nonzero en-
tries of a support minimal vector in the kernel of the ma-
trix. We will cover proximity theorems for such LPs to-
gether with their algorithmic applications. Our second fo-
cus will be on interior point methods and the geometry
of the central path. In this context, we will show how an
IPM with “layered-least squares steps’ (LLS) make com-
binatorial progress along the central path in two different
ways. Firstly, we will use circuit imbalances to show that it
breaks up the path into a quadratic number of “short and
curvy’ parts linked by ’long and straight’ segments. Sec-
ondly, we will explain how equipped with a subspace gen-
eralization of LLS steps, the IPM can be analyzed in a very
fine-grained manner: the number of iterations it requires is
within a polynomial factor of optimal with respect to ANY
path-following method using a self-concordant barrier. In
a rather unexpected connection, this analysis is enabled by
comparing the geometry of barrier based central paths to
certain shadow vertex simplex paths, which are canonical
examples of circuit paths.

Bento Natura
Georgia Institute of Technology, U.S.
benton.natura@isye.gatech.edu

MT2

On the Role of Circuits in Linear Programming

In this minitutorial, we will explain the role minimal linear
dependencies of the constraint matrix, aka circuits, play
in controlling the strongly polynomial complexity of linear
programming. Using the circuit lens, we will show how to
extend and improve upon works of Tardos ’86 and Vavavis
and Ye ’96 on solving “well-conditioned’ LPs in strongly-
polynomial time. Our first focus will be to explain the
properties of standard form LPs whose constraint matrix
have bounded circuit imbalance measure: this is the largest
ratio between the absolute values between the nonzero en-
tries of a support minimal vector in the kernel of the ma-
trix. We will cover proximity theorems for such LPs to-
gether with their algorithmic applications. Our second fo-
cus will be on interior point methods and the geometry
of the central path. In this context, we will show how an
IPM with “layered-least squares steps’ (LLS) make com-
binatorial progress along the central path in two different
ways. Firstly, we will use circuit imbalances to show that it
breaks up the path into a quadratic number of “short and
curvy’ parts linked by ’long and straight’ segments. Sec-
ondly, we will explain how equipped with a subspace gen-
eralization of LLS steps, the IPM can be analyzed in a very
fine-grained manner: the number of iterations it requires is
within a polynomial factor of optimal with respect to ANY
path-following method using a self-concordant barrier. In
a rather unexpected connection, this analysis is enabled by
comparing the geometry of barrier based central paths to
certain shadow vertex simplex paths, which are canonical
examples of circuit paths.

Bento Natura
Georgia Institute of Technology, U.S.

benton.natura@isye.gatech.edu

MT3

Optimization on Manifolds

To minimize a cost function f on a set M , it helps if f
and M have mathematical structure that we can exploit
for algorithmic gains. For example, if M happens to be a
smooth manifold, we can benefit by using tools from differ-
ential geometry and Riemannian geometry. This observa-
tion dates back to 1972 (Luenberger). It extends many of
our tools from unconstrained optimization to applications
with orthonormality constraints, rank constraints, positiv-
ity, and also invariance (symmetries). In this tutorial, we
visit the basics of differential and Riemannian geometry,
tailored for an audience of optimizers who are not yet fa-
miliar with those topics. Then, we see how these tools
help to design practical algorithms, and we discuss avail-
able resources to connect with your research. To learn
more about this topic, see also the book ”An introduction
to optimization on smooth manifolds”, freely available at
https://www.nicolasboumal.net/book.

Nicolas Boumal
EPFL
Institute of Mathematics
nicolas.boumal@epfl.ch

MT4

Optimization on Manifolds

To minimize a cost function f on a set M, it helps if f
and M have mathematical structure that we can exploit
for algorithmic gains. For example, if M happens to be a
smooth manifold, we can benefit by using tools from differ-
ential geometry and Riemannian geometry. This observa-
tion dates back to 1972 (Luenberger). It extends many of
our tools from unconstrained optimization to applications
with orthonormality constraints, rank constraints, positiv-
ity, and also invariance (symmetries). In this tutorial, we
visit the basics of differential and Riemannian geometry,
tailored for an audience of optimizers who are not yet fa-
miliar with those topics. Then, we see how these tools
help to design practical algorithms, and we discuss avail-
able resources to connect with your research. To learn
more about this topic, see also the book ”An introduction
to optimization on smooth manifolds”, freely available at
https://www.nicolasboumal.net/book.

Nicolas Boumal
EPFL
Institute of Mathematics
nicolas.boumal@epfl.ch

PP1

AWM Workshop: Multistage Stochastic Mixed-
Integer Programming Using DSP

Multistage stochastic mixed-integer programs (MSMIPs)
are highly-structured optimization problems that can be
represented using scenario trees or scenario lattices. The
block-diagonal structure of these models can then be ex-
ploited via decomposition of the problem into subproblems
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that can be solved in parallel, drastically increasing com-
putational efficiency. We provide a framework by which
to decompose and solve general MSMIPs using the Julia
programming language and DSP (a parallel decomposition
MIP solver), and demonstrate the efficacy of our approach
using the air conditioner production problem as an exam-
ple.

Rachael M. Alfant
Rice University
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PP1

AWM Workshop: The Computational Perfor-
mance of Iterated Linear Optimization

Semidefinite programming is frequently utilized as a relax-
ation for clustering problems, but its results are heavily de-
pendent on the rounding step implemented to obtain a dis-
crete clustering. We will assess the viability of combining
semidefinite programming with a deterministic rounding
approach called iterated linear optimization as an alterna-
tive clustering method to k-means and spectral clustering.
This analysis will include comparisons of the efficiency and
accuracy of the algorithms, as well as experiments on var-
ious datasets.

Teressa Chambers, Caroline Klivans
Brown University
teressa chambers@brown.edu, caro-
line klivans@brown.edu

PP1

AWM Workshop: Tropicalization of Graph Profiles
for Some Classes of Trees

Many important problems in extremal combinatorics
can be stated as inequalities of graph homomorphism
numbers. For a fixed collection of graphs U, the
tropicalization of the graph profile of U essentially records
all valid binomial inequalities involving graph homomor-
phism numbers for graphs in U . Building upon ideas
and techniques described by Blekherman and Raymond in
2021, I present progress toward finding the tropicalization
for some classes of trees.

Maria Dascalu, Annie Raymond
University of Massachusetts Amherst
mdascalu@umass.edu, raymond@math.umass.edu

PP1

AWM Workshop: Using Bayesian Spectral Repro-
jection to Resolve the Gibbs Phenomenon

Fourier reconstruction yields spectral accuracy for smooth
and periodic functions, but produces the Gibbs phe-
nomenon for non-periodic functions. Spectral reprojec-
tion resolves the Gibbs phenomenon by projecting the
Fourier partial sum onto Gegenbauer polynomials. Numer-

ical round-off error and the Runge phenomenon can both
degrade the quality of the solution, however. Here we use a
Bayesian approach to construct a posterior using the given
Fourier data and a prior based on properties of orthogonal
polynomials.

Tongtong Li
Dartmouth College
tongtong.li@dartmouth.edu

PP1

AWM Workshop: Data Analytics for Membrane
Material Innovations

Membrane characterization provides essential information
for the scale-up, design, and optimization of new separa-
tion systems. We proposed the Diafiltration Apparatus for
high-Throughput Analysis(DATA) framework, which en-
ables a 10-times reduction in the time necessary to char-
acterize membranes by integrating experiments, dynamic
modeling, and parameter estimation. Other tools from
data analytics, including identifiability analysis, Fisher In-
formation Matrix(FIM) based analysis, Model-Based De-
sign of Experiments(MBDoE), and model selection, are ap-
plied in DATA successfully to facilitate membrane material
innovations.

Xinhong Liu
Department of Chemical and Biomolecular Engineering
University of Notre Dame
xliu27@nd.edu
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PP1

AWM Workshop: Optimization of Control Free
Time Sweeping Processes and Applications

This project addresses a free time optimal control prob-
lem of Mayer type for sweeping processes in which the
perturbation is non-smooth. We develop a constructive
finite-difference approximation procedure that allows us
to establish necessary optimality conditions for the orig-
inal continuous-time controlled sweeping process, and then
show how these optimality conditions are applied to solve
several applications in the real life.

Giovanni Colombo
University Padova
Dipartimento di Matematica
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PP1

AWM Workshop: Combined Modeling and Experi-
mental Study of Shape Formation of the Drosophila
Wing Imaginal Disc

Developmental mechanisms of tissue growth and shape for-
mation are not well understood. Combined experiments
and multi-scale computational model of the Drosophila
wing imaginal disc will be used to show that nonhomo-
geneous actomyosin patterning defines the local basal cur-
vature and nuclear positioning while cell proliferation en-
hances the local basal curvature. A coarse-grained stochas-
tic model of actomyosin dynamics will be described to cap-
ture the directionality of actomyosin contractile forces and
nuclear positioning during cell growth and division.
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PP1

AWM Workshop: Numerical Analysis of a Cor-
rected Smagorinsky Model

The classical Smagorinsky model’s solution is an approxi-
mation to a (resolved) mean velocity. Since it is an eddy

viscosity model, it cannot represent a flow of energy from
unresolved fluctuations to the (resolved) mean velocity.
This model has recently been corrected to incorporate this
flow and still be well-posed. Herein, we first develop some
basic properties of the corrected model. Next, we perform
a complete numerical analysis of two algorithms (Backward
Euler and Crank-Nicolson with linear extrapolation) for its
approximation. They are tested and proven to be effective.
Turbulent flows strain resources, both memory and CPU
speed. Variable Time Step Method of DAHLQUIST, LIN-
IGER AND NEVANLINNA (DLN) has greater accuracy
and allows larger timesteps which means it requires less
memory and fewer FLOPS. DLN can also be implemented
adaptively. Hence, we also consider DLN method for the
time discretization in Corrected Smagorinsky Model. We
test that DLN gives best result.

Farjana Siddiqua
University of Pittsburgh
fas41@pitt.edu

PP1

AWM Workshop: Multicellular Model for Morpho-
genesis of Pavement Cells in Plant Leaves

The leaf epidermal cells in plants have complex jigsaw-
puzzle shapes. The formation of these shapes relies on
mechanical, chemical, and cell-to-cell signals at different
scales. Thus, these pavement cells are an interesting model
system used to study the mechanisms involved in cell mor-
phogenesis. To investigate these mechanisms, a multicel-
lular model that utilizes the local level set method which
incorporates biochemical dynamics on moving cell bound-
aries, cell-cell adhesion, and crosstalk between neighboring
cells is used.

Alysha Toomey, Weitao Chen
University of California, Riverside
atoom001@ucr.edu, weitaoc@ucr.edu

PP1

AWM Workshop: Dynamics of a Multi-Layer Fluid
System

A long-wave asymptotic model is used to analyze the lin-
ear stability of the Navier-Stokes equations. The impact of
different parameters on the linear growth of the interfacial
disturbances is investigated when disturbances are small.
The growth rate of the disturbances is computed by solv-
ing an eigenvalue problem, which helps determine where
the system is unstable to small amplitude disturbances.
Nonlinear evolution equations are also derived to investi-
gate the dynamics when the disturbances are not small.

Awa Traore
The University of Alabama
atraore@crimson.ua.edu

PP1

AWM Workshop: Data Assimilation for Quantum
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Nv Diamond Spectroscopy

Nitrogen-vacancy (NV) defect centers in diamond have
generated much interest for their uses in quantum informa-
tion and sensing. Negatively charged centers are used for
high spatial-resolution sensing and for quantum informa-
tion. Despite the rapid NV applications development, our
grasp of basic NV properties is incomplete, which is impor-
tant to understand to fully exploit potential uses. In this
work we construct a statistical model for NV spectroscopy
and use it in synthetic experiments to solve inverse prob-
lems. Our principal application is to develop a primary
sensor based on the NV diamond quantum optical prop-
erties. This is a significant challenge because the NV dia-
mond structure is sensitive to temperature and pressure as
well as magnetic and electric fields, First, using the Hamil-
tonian for the effects of local strain and the environmental
variables, we identify the observable components based on
the invertibility of various observation systems. Next, we
observe the influence of temperature and pressure on the
NV center by solving the Schrdinger Equation and comput-
ing the theoretical spectroscopy curve. We assume that the
observed photon counts are Poisson random variables with
rates proportional to the theoretical spectroscopy. Then,
using the Maximum Likelihood Estimation we find the pa-
rameter values that maximize the likelihood. Last but not
the least we determine the robustness of the model using
sensitivity analysis.

Shraddha Verma
George Mason University
srajpal4@gmu.edu

PP1

AWM Workshop: Characterizing the Pareto Op-
timal Trade-off Between Model-Based Information
Content and Measurements Cost

Model-Based Design of Experiments (MBDoE) is a power-
ful tool for building and validating mathematical models.
It leverages science-based models to maximize information
gain from experiments while minimizing time and resource
costs by optimizing experimental conditions such as tem-
perature, pressure, or batch time. In this work, we con-
sider a related problem: measurement (sensor) selection.
When not enough or unsuitable measurements are col-
lected, uncertainty parameters in the science-based math-
ematical model may remain unidentifiable or MBDoE may
suggest uninformative or infeasible optimal experiments.
We proposed a novel convex optimization formulation to
identify the best set of measurements that maximizes the
experimental information content, quantified by the trace
or determinant of the Fisher information matrix, subject
to a measurement cost budget. This general framework
identifies measurement campaigns for multi-response sys-
tems and supports arbitrary (positive semi-definite) vari-
ance and covariances between responses. We leveraged
the continuous-effort design concept to retain a convex
optimization problem regardless of model structure. The
Pareto trade-off between information content and measure-
ment budget is easily computed using the proposed opti-
mization framework. The model sensitivity matrix can be
provided directly by the user or computed by Pyomo.DoE.

Jialu Wang
University of Notre Dame
jwang44@nd.edu


