SIAM Conference on Parallel Processing for Scientific Computing (PP24)

March 5–8, 2024
Lord Baltimore Hotel, Baltimore, Maryland, U.S.

This document was current as of February 26, 2024. Abstracts appear as submitted.
IP1
Frontier: The World’s Most Powerful Computer for Science

The first exascale computer, called Frontier, was allocated for computational science at Oak Ridge National Laboratory in 2023. This unique scientific instrument is the culmination of more than a decade of concerted effort. I will relate a bit of the history of hybrid-node computing at the Oak Ridge Leadership Computing Facility (OLCF) and how Frontier represents the latest iteration of that approach. Some details of Frontier’s architecture will be discussed, including an overview of the new AMD GPUs that provide the bulk of the computational power for Frontier. Finally, we will take a look at some problems that will benefit from the increased capability at exascale and I will convey some lessons learned from attacking these problems on this machine.
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IP2
The Power of Less: Harnessing Sparsity for Performance Optimization

Sparse matrix computations are fundamental to scientific computing and data analytics applications, such as computer graphics and machine learning. Sparsity leads to irregular memory accesses that pose challenges for code optimization. While specialized libraries can accelerate sparse computations, costly manual tuning is required for each application and architecture, reducing programmer productivity. Additionally, in machine learning, the unstructured sparsity patterns of deep learning models have rendered many of these libraries useless, prompting practitioners to use dense routine calls.

Automation approaches such as compilers and runtime systems provide portability and ease of programming, but efficiently optimizing sparse codes remains a challenge due to access pattern irregularities. In this talk, I will introduce our work on building compilers and automation frameworks to accelerate sparse numerical kernels. I will present a class of inspection strategies that automatically analyze information such as matrix sparsity patterns and the numerical methods’ properties, to generate optimized sparse codes. By leveraging formal verification and dynamic checks, we reduce reliance on domain-specific assumptions and enable correct and fast transformation of sparse codes. Additionally, I will discuss algorithmic modifications that make machine learning and graphics applications more amenable to sparse code specialization and the use of sparse compilers.
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IP3
Prospects for Efficient General-purpose Algebraic Solver Libraries for Multi-node GPU System

Multi-node GPU systems introduce difficulties for highly efficient general-purpose sparse algebraic solver software libraries. Open-source "subroutine libraries" (which include object-oriented libraries where the subroutines are class methods) provide efficient sparse algebraic solvers to multitudes of applications for the era of CPU-based high-performance computing. In such libraries, software implementations of complex algorithms are decomposed into a series of subroutine calls to a set of well-defined, relatively simple, separately-optimized computational kernels. The Basic Linear Algebra Subprograms (BLAS) provides one such decomposition for dense matrix computations. The decomposition of the library into a finite number of basic kernels limits the complexity of the software, making it possible to develop, maintain, and upgrade libraries that implement many complex algorithms. However, simple ports of subroutine libraries to GPUs tend to be inefficient due to large "kernel launch" times inherent to GPUs. Synchronously calling a series of GPU kernels from the CPU cannot efficiently utilize the GPU (even when all the data remains on the GPU). There are two techniques to limit the large launch time penalty: subroutine (kernel) fusion and asynchronous programming. Both come with the cost of additional software complexity, making managing general-purpose software libraries more difficult. The subroutine library paradigm for algebraic solvers may be reaching the end of its lifetime, but what will replace it?
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IP4
Towards Zero-waste Computing Through Co-design: The Case of Graph Processing

Graphs are universal abstractions, often used to represent concepts, objects, or individuals and the relations between them. When graphs are used to solve real-life problems—like the analysis of emerging inter-molecular interactions, the efficiency and feasibility of logistics networks, the reliability of support networks, or the safety of social networks—they quickly become massive in scale and/or complexity, and thus require massive computational resources to be processed. In turn, such large-scale processing of graph workloads raises efficiency and sustainability concerns: the irregular, data-intensive nature of graph processing algorithms often leads to significant computing waste. To alleviate these concerns, we propose a co-design methodology to enable the selection of efficient graph-processing algorithms and their effective deployment on suitable infrastructure. Our approach relies on design-space exploration, driven by efficient search methods and compositional performance models. We demonstrate our approach for solving a graph query that combines different types of graph processing or large-scale data, and show how our approach can significantly reduce the workload's energy consumption, while increasing resource utilization with limited performance impact. We conclude that our co-design approach is a leap forward towards zero-waste computing for graph processing, and beyond.
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IP5
Performance Portability in the Age of Diverse Exascale Architectures

A diverse range of computer architectures have been explored to achieve Exascale-class supercomputers, including CPUs and GPUs from all the main vendors (AMD, Intel and NVIDIA), as well as the CPU-focused Fujitsu system at RIKEN, which utilises ARM-based wide-vector CPUs from Fujitsu. For scientific applications to be able...
to exploit as many of these systems as possible, they need to develop performance portable techniques. In this talk we will explore the latest achievements in performance portability. We will also discuss the latest developments in the path to Exascale in the UK.
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IP6
Challenges of Scaling Deep Learning on HPC Systems

Machine learning algorithms, and training LLMs in specific, are becoming one of the main workloads running on HPC systems. More so, the scientific computing community is increasingly adopting modern deep learning approaches to their workflows. When HPC practitioners attempt to scale a typical HPC workload, they are mostly challenged by a particular bottleneck. Scaling deep learning, on the other hand, can be challenged by different bottlenecks: memory capacity, communication, I/O, compute etc. In this talk we give an overview of the bottlenecks in scaling deep learning, and highlight efforts in addressing some of those bottlenecks.
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IP7
Do We Still Need Floating Point Arithmetic?

Block floating point (BFP) arithmetic is currently seeing a resurgence in interest for machine learning and AI applications. This is largely because it requires less power, less chip area, and is less complicated to implement in hardware compared to standard floating point arithmetic. This talk explores the application of BFP in scientific computing through mixed- and progressive-precision multigrid methods. Effectively, the use of BFP enables the solution of linear elliptic partial differential equations in energy- and hardware-efficient integer arithmetic. While most existing applications of BFP arithmetic tend to use small block sizes, the block size can be chosen to be maximal such that matrices and vectors share a single exponent for all entries. This is sometimes also referred to as a scaled fixed-point format. With this scheme some computations can be performed using as little as 4-bit integers while still reaching discretization-error-accuracy. For parallel implementations, normalization of intermediate results still poses a challenge, but for full multigrid it is possible to achieve this discretization-error-accuracy without any normalization steps. Ultimately, this leads to the broader question of whether we really need floating point arithmetic as much as we think we do?
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SP1
SIAM Activity Group on Supercomputing Best Paper Prize: Accelerating Sparse Iterative Solvers and Preconditioners Using RACE

The sparse matrix-vector multiplication (SpMV) kernel is a key performance-limiting component of numerous algorithms in computational science. Despite the kernels apparent simplicity, the sparse and potentially irregular data access patterns of SpMV and its intrinsically low computational intensity have been challenging the development of high-performance implementations of sparse algorithms over decades. In this talk, we present methods to increase the computational intensity and thereby accelerate the performance of SpMV kernels. The method is based on the concept of levels as developed in the context of our RACE library framework. We demonstrate that one can typically achieve a speedup of 1.5-4x on a single modern Intel or AMD multicore chip for symmetric SpMV and matrix power kernels using this level-based approach. After briefly introducing the optimization strategy, we apply these optimized kernels in iterative solvers. To this end, we discuss the coupling of the RACE library with the Trilinos framework and address the application to communication-avoiding s-step Krylov solvers, polynomial preconditioners, and algebraic multigrid (AMG) preconditioners. We then dive into the performance benefits and challenges of the RACE integration and show that our optimization produces numerically identical results and improves the total solver time by 1.3x - 2x.
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SP2
SIAM Activity Group on Supercomputing Early Career Prize: Scalability and Productivity in Data-Intensive Biological Research on Massively Parallel Systems

The use of massively parallel systems continues to be critical for processing large volumes of data at an unprecedented speed and for scientific discoveries in simulation-based research areas. Today, these systems play a cru-
cial role in new and diverse areas of data science, such as computational biology, deep learning, and data analytics. Computational biology is a key area of the rapid growth of computing. The growing volume of data and increasing complexity have outpaced the processing capacity of single-node machines in these areas, making massively parallel systems an indispensable tool. The diverse and non-trivial challenges of parallelism in these areas require computing infrastructures that go beyond the demand of traditional simulation-based sciences. However, programming on high-performance computing (HPC) systems poses significant productivity and scalability challenges. It is important to introduce an abstraction layer that provides programming flexibility and productivity while ensuring high system performance. It is then important to map and plan the abstracted computation and communication to the underlying system to achieve optimal performance and guide the design of future large-scale architectures. As we enter the post-Moore’s Law era, effective programming of specialized architectures is critical for improved performance in HPC. As large-scale systems become more heterogeneous, their efficient use for new, often irregular, and communication-intensive data analysis computation becomes increasingly complex. In this talk, we discuss how to achieve performance and scalability on extreme-scale systems while maintaining productivity for new data-intensive biological challenges, through an appropriate high-performance abstraction, namely the use of sparse matrices as well as the use of novel heterogeneous hardware.
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SIAM Activity Group on Supercomputing Career Prize: Tackling High Dimensional Problems Through Randomization and Communication Avoidance

To Follow.

Laura Grigori
EPFL and PSI, Switzerland
laura.grigori@epfl.ch

CP1
A Mann-Type Iterative Scheme for Solving Variational Inclusion Problems with Applications

Developing iterative schemes to tackle variational inclusion problems (VIP) has been a dynamic research field for several decades. In this presentation, we will provide an overview of the current algorithms designed to solve VIPs within a specific class. Additionally, we will introduce a novel and efficient algorithm based on the Mann method for VIP resolution. This approach incorporates inertial extrapolation terms and self-adaptive step sizes, offering improved convergence properties without the need for stringent conditions. This version is more flexible, featuring easily implementable criteria for the inertial factor and relaxation parameter. Finally, we will present some numerical experiments to demonstrate the practical implementation and comparative performance of the proposed algorithm.
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CP1
Utilizing Large Language Models for Disease Phenotyping in Obstructive Sleep Apnea

Obstructive Sleep Apnea (OSA) affects millions in the U.S. and is linked to severe illnesses. However, despite its prevalence, there lacks understanding on how OSA interacts with common comorbidities and its additive risk of developing severe complications such as stroke and heart failure. This study focuses on utilizing Large Language Models (LLMs) to explore critical medical questions with the objective of obtaining actionable insights from clinical reports to model medical phenotypes and health metrics. We computed document-level embeddings for 331,793 discharge reports from the Medical Information Mart for Intensive Care IV (MIMIC-IV) database using the Perlmutter supercomputer. Twelve clinical LLMs were evaluated. Embeddings were clustered using K-Means. The purity of clusters was measured by Shannon entropy. Additionally, we assessed the quality of each model by visualizing its latent space with UMAP and manually reading sampled clinical text from clusters of interest. Clinical notes sampled from clusters of high rates of OSA patients with heart failure describe admissions of patients with a history of OSA, dyspnea as a chief complaint, and no prescription/adherence to Continuous Positive Airway Pressure (CPAP) treatment. This work serves to gain an understanding of how LLMs organize clinical information and if relations between latent representations capture phenotypes for feature discovery, which can be used to optimize the allocation of costly CPAP treatment.
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CP1
Quantum-Powered Computational Multiphysics and Multiscale Modeling and Simulation

The emergence of quantum computing technology has opened up new avenues in modeling and simulation in science and engineering. Traditional computational models and simulations have limitations in terms of accuracy, speed, and complexity. In this session, we discuss the potential of quantum computing in addressing these limitations, primarily from a computational science and engineering perspective, including computational fluid dynamics, finite element analysis, combustion modeling, fluid-structure interaction, and computational aero-acoustics. In this contribution, we highlight how quantum computing, combined with appropriate algorithms, can help us achieve unprece-
dented accuracy, speed, and complexity in simulations, eventually enabling significant progress in the design, testing, and development of complex engineered systems such as airplanes, spacecraft, cars, and machines. Our research and scientific computing software propose a paradigm shift in RD and engineering, bringing them more within the digital scope and realizing a significant speed-up in the design and development process of complex engineered systems and the simulation of multiphysics phenomena. Overall, this work demonstrates the transformative potential of quantum computing in computational modeling and engineering and multiphysics and multiscale simulation.
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CP1

Simulations of Human-Scale Mars Lander Descent Trajectories on Leadership-Class Architectures

Future manned missions to Mars will require the safe delivery of substantially larger payloads to the planet surface as compared to prior robotic missions. To sufficiently decelerate such vehicles prior to touchdown, retropropulsion technologies are being considered. Such approaches introduce large uncertainties in vehicle performance and controllability during the reentry phase of flight. In this work, we present simulations performed on the GPU-based Summit and Frontier leadership-class computing systems located at Oak Ridge National Laboratory, featuring a real-time coupling with a flight dynamics package executing remotely at NASA Langley Research Center. Results include both perfect-gas and reacting-gas physical modeling strategies to simulate interactions between the LOX/CH4 rocket engines and the CO2 Martian atmosphere.
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CP2

An AMG Reduction Framework for Domains with Symmetries

Divergence constraints are present in the governing equations of many physical phenomena, and they usually lead to a Poisson equation whose solution is one of the most challenging parts of scientific simulation codes. Algebraic Multigrid (AMG) is probably the most powerful preconditioner for Poisson’s equation, and its effectiveness results from the complementary roles played by the smoother, responsible for damping high-frequency error components, and the coarse-grid correction, which in turn reduces low-frequency modes. This work presents a more computationally intensive variant of AMG. It arises from leveraging spatial symmetries, often present in academic and industrial configurations, to impose a consistent ordering giving rise to a multigrid reduction framework. In particular, we introduce an aggressive coarsening to the top level of the multigrid hierarchy, reducing the setup, memory footprint and application costs of the top-level smoother. Numerical experiments leveraging reflection and translational symmetries on CFD and structural mechanics problems will be presented at the conference.
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CP2

Domain Decomposition Methods for Neural PDE Solvers

Neural PDE solvers (NPS) offer notable advantages in approximating PDEs, including improved performance and stability with larger time steps in contrast to traditional numerical simulations. However, they face two key challenges that hinder their real-world application: the data-driven dilemma and geometric generalization. The data-driven dilemma stems from the need for extensive training data. Creating such datasets often relies on high-performance numerical solvers. Consequently, NPS tend to be evaluated on simplified problems, constrained to single physics, that are already solved efficiently with numerical methods. The geometric generalization dilemma arises from the need for PDE solvers to be used on complex and unique geometries—an area where NPS struggle. To address these challenges, we adapt domain decomposition methods (DDM) to NPS. Our approach enables mod-
els trained on small-scale problems to be applied to significantly larger problems without retraining. To emulate a Schwarz method with coarse correction, we incorporate graph neural networks (GNN) that propagate information globally. We also extend optimized Schwarz methods to NPS by learning transmission conditions during training. These techniques facilitate scalable information propagation across subdomains, ensuring fast approximation of the global solution. By combining DDM with GNNs, which excel in solving subdomains of arbitrary shape, we enable NPS to solve domains of varying size and complex geometry.
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CP2
Trilinos Linear Solver Readiness for Modern Supercomputers
The Trilinos project is a collection of high performance numerical libraries that underpin a wide range of applications. Among the offerings are a suite of linear solvers that run on a variety of computer architectures. In this talk, we present a "state of the union" assessment of Trilinos linear solvers with respect to current and emerging supercomputer platforms. In particular, we will describe the current readiness of Trilinos multigrid solvers and associated capabilities various GPU and CPU platforms. We will finish with an outline of ongoing and future plans.
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CP2
Impact of Problem Structure on the Parallel Performance of Schur-Complement Decomposition Approaches for Large-Scale Nonlinear Optimization in Epidemic Inference
The solution of large-scale nonlinear optimization problems using interior-point methods requires the solution of a sparse symmetric indefinite system at each iteration. For structured optimization problems, this linear system has block-bordered diagonal structure, which can be exploited for parallelization by employing a Schur-complement decomposition. The size and sparsity of the resulting Schur complement is problem specific, and in order to achieve good parallel speedup, different strategies must be adopted to process it. We apply both iterative and direct methods and investigate the parallel performance of the resulting Schur complement decomposition schemes for large-scale nonlinear parameter estimation problems in epidemic inference. Here, parameters of a national-scale, spatio-temporal model for epidemic diseases are fitted to county-level case data collected during the COVID-19 pandemic. We conduct our numerical experiments using parapint, a package to develop parallel algorithms for nonlinear optimization problems in Python. SNL is managed and operated by NTESS under DOE NNSA contract DE-NA0003525.
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CP2
Gpu Performance of Algebraic Multigrid in Trilinos/MueLu
We present results on the GPU performance of algebraic multigrid as implemented in Trilinos/MueLu with a focus on data migration and synchronization on GPU platforms. Our results will include both the setup and solve phases of the algorithm, on a single node as well as on multiple nodes.

Christopher Siefert
Sandia National Laboratories
csiefert@sandia.gov

CP3
Inversion of Time-Lapse Surface Gravity Data for Monitoring of 3D CO2 Plumes via Physics-Informed Neural Networks
We introduce two algorithms that invert simulated gravity data to 3D subsurface rock/flow properties. The first algorithm uses a supervised physics informed neural network, where we use a forward gravity model in our loss function. The second is an unsupervised physicsinformed approach that iteratively minimizes the difference between the gravity response of a predicted subsurface model and the original data. The target of these applications is the prediction of subsurface CO2 plumes as a tool for monitoring CO2 sequestration sites. Each proposed algorithm outperforms traditional inversion methods and existing data-driven deep learning approaches for the dataset at hand. Remarkably, our unsupervised model achieves better generalization to outof- distribution examples than its other deep learning-based counterparts. These results indicate that combining 4D surface gravity monitoring (low-cost acquisition) with physics informed deep learning techniques represents an effective and non-intrusive method for monitoring CO2 storage sites.
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CP3
The Pele Simulation Suite for Reacting Flows at Exascale
In this work, we present the Pele suite of software tools for compressible and incompressible reacting flows. The Pele suite leverages several different libraries, notably AMReX...
and SUNDIALS, to achieve performance portability on heterogeneous computing architectures across the supercomputing landscape. The Pele suite is comprised of PeleC, a compressible reacting flow block-structured adaptive mesh refinement solver, PeleLMeX, a low-Mach number reacting flow block-structured adaptive mesh refinement solver, Pele-Physics, a library for transport, thermodynamics, finite rate chemistry, soot, spray and radiation physics. The objective of this paper is (i) to present the code development efforts necessary to achieve highly effective and scalable applications for exascale machines and (ii) to detail the performance results of the Combustion-Pele project applications on Oak Ridge National Laboratory's Frontier. We show good weak and strong scaling results for both PeleC and PeleLMeX up to more than 50 billion cells on more than 4096 Frontier graphics processing unit nodes. We also present a capability demonstration simulation of a dual-fuel pulse compression ignition engine (six adaptive mesh refinement levels, and 60 billion cells or 2.1 trillion degrees of freedom) on Frontier, to date one of the largest simulations performed on the first exascale-class supercomputer.
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Sequential and Shared-Memory Parallel Algorithms for Partitioned Local Depths

In this work, we design, analyze, and optimize sequential and shared-memory parallel algorithms for partitioned local depths (PaLD). Given a set of data points and pairwise distances, PaLD is a method for identifying strength of pairwise relationships based on relative distances, enabling the identification of strong ties within dense and sparse communities even if their sizes and within-community absolute distances vary greatly. We design two algorithmic variants that perform community structure analysis through triplet comparisons of pairwise distances. We present theoretical analyses of computation and communication costs and prove that the sequential algorithms are communication optimal, up to constant factors. We introduce performance optimization strategies that yield sequential speedups of up to 29 over a baseline sequential implementation and parallel speedups of up to 26.2 over optimized sequential implementations using up to 32 threads on an Intel multicore CPU.
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Cholesky Factorization of Tile Low Rank Matrices on GPUs

Tile low rank (TLR) representations of dense matrices partition them into blocks of roughly uniform size, where off-diagonal tiles are compressed and stored in low rank factorizations. They offer an attractive representation for many data-sparse dense operators that appear in practical applications, since substantial compression and a much smaller memory footprint can be achieved. Despite their utility, however, there are currently only a few high performance algorithms that can generate their Cholesky factorizations and operate on them efficiently, especially on GPUs. The difficulties in achieving high performance when factoring TLR matrices come from the expensive compression operations that must be performed during the factorization process and the irregular rank distribution of the tiles that requires an adaptive work pattern for the processing cores. In this work, we describe an algorithm that overcomes these limitations. Our algorithm has several new features. It always works in the compressed representation of the tiles. It compresses every tile in the output once only. It uses GEMM-rich adaptive randomized approximation for the compression. It also uses dynamic batched operations on the GPU to manage the irregular workload due to differing ranks among the output tiles. The resulting algorithm achieves substantial performance, as we demonstrate on sample matrices.
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Anderson Accelerated PMHSS for Complex-Symmetric Linear Systems

This paper presents the design and development of an Anderson Accelerated Preconditioned Modified Hermitian and Skew-Hermitian Splitting (AA-PMHSS) method for solving complex-symmetric linear systems with application to electromagnetics problems, such as wave scattering and eddy currents. While it has been shown that the Anderson acceleration of real linear systems is essentially equivalent to GMRES, we show here that the formulation using Anderson acceleration leads to a more performant method. We show relatively good robustness compared to existing preconditioned GMRES methods and significantly better performance due to the faster evaluation of the preconditioner. In particular, AA-PMHSS can be applied to solve problems and equations arising from complex-valued systems, such as time-harmonic eddy current simulations discretized with the Finite Element Method. We also evaluate three test systems present in previous literature. We show that the method is competitive with two types of preconditioned GMRES, which share the significant advantage of having a convergence rate that is independent of the discretization size.
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CP5
High-Throughput Scientific Computation with Heterogeneous Clusters: A Kitchen-Sink Approach Using the Actor Model

Scientific discovery has become increasingly reliant on high-throughput computation (HTC). HTC can be hindered, however, by issues such as a lack of accessibility to high-performance computing infrastructure or a lack of reliability (e.g., from volunteer computing). In this paper, we demonstrate how the actor model of concurrent computation offers the necessary tools to create customizable, robust, and scalable distributed HTC environments via a kitchen-sink approach, whereby all available computing resources are thrown at a given batch-based computation with the goal of maximizing throughput by maximizing accessibility. We assess the effectiveness of the kitchen-sink approach by applying it to a hydrological model, the Structure for Unification of Multiple Modeling Alternatives (SUMMA), to perform a simulation involving over half a million independent sub-simulations. We evaluate the proposed approach in two scenarios: one without node failures and one with multiple node failures. Our results affirm that the kitchen-sink approach not only successfully navigates these scenarios, but it also offers a novel and appealing approach to HTC.
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CP5
SYCL Compute Kernels for ExaHyPE

We discuss three SYCL realisations of a simple Finite Volume scheme over multiple Cartesian patches. The realisation flavours differ in the way they map the compute steps onto loops and tasks: We compare an implementation that is exclusively using a sequence of for-loops to a version that uses nested parallelism, and finally benchmark these against a version modelling the calculations as task graph. Our work proposes realisation idioms to realise these flavours within SYCL. The results suggest that a mixture of classic task and data parallelism performs if we map this hybrid onto a solely data-parallel SYCL implementation, taking into account SYCL specifics and the problem size.
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CP6
Parallel Decomposition Strategies for a GPU Accelerated Continuum Kinetic Vlasov-Poisson Solver

Collisionless plasmas, in which mean free paths are longer than scales of interest, are important in astrophysical phenomena, electromagnetic propulsion, and fusion energy applications. Characterizing the behavior of these plasmas and their effect on transport properties requires kinetic theory, which treats each particle species as a probability distribution function in a six-dimensional position-velocity phase space. The evolution of high-dimensional distribution functions and associated low-dimensional electric fields is described by the Vlasov-Poisson system. Velocity moments connect low-dimensional and high-dimensional variables. In this talk we present strategies for effectively managing the coupling of the two spaces in a multi-GPU accelerated code. These include heuristics for partitioning the coupled structured domains, algorithms for performing a global reduction of the velocity moments and redistributing the results of the Poisson solve, and efficient GPU packing/unpacking algorithms for high-order finite-volume stencils. Strong and weak scaling of the algorithms will be compared, along with breakdowns of walltime spent on the various components in a timestep. Tests are performed using the GPU accelerated code VCK-GPU, a high-order accurate finite-volume Vlasov-Poisson solver. This work was performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.
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CP6
Scaling Applications with Multi-level Parallelism via ML-guided Auto-Tuning

MPI+OpenMP is the de facto standard for scientific applications - or libraries for them, e.g., Kokkos, RAJA, HPX, Charm++ - run on supercomputers having nodes with heterogeneous processing units, e.g., CPU+GPU. While GPU parallelism libraries, e.g., CUDA, OpenMP-offload, are needed to harness computational power of GPUs, OpenMP is still key for harnessing multi-core parallelism on the CPU (host), especially with fatter nodes having heterogeneous sets of processing units, i.e., heterogeneous multi-xPUs. In this scenario, parameters of OpenMP must be tuned for node-level performance as well as across-node scalability with MPI. In this work, we present auto-tuning of OpenMP parameters beneficial for scaling MPI+OpenMP applications run on clusters having nodes with heterogeneous multi-xPUs. Our approach uses machine learning to guide tuning and pruning of a complex search space. We assess the benefits of our approach through experimentation on three benchmark codes relevant to scientific applications run with MPICH + LLVM’s OpenMP + CUDA on DoE supercomputers. Our results suggest that our approach can improve application performance significantly.
over the case of employing OpenMP auto-tuning without regard for MPI scalability.
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CP6
Scaling Hedgehog’s Dataflow Graphs to Multi-Node GPU Architectures

Asynchronuserous task-based systems offer an array of abstractions to help us better utilize large-scale heterogeneous architecture. This paper extends the National Institute of Standards and Technology’s Hedgehog [Alexandre Bardakoff et al., “Hedgehog: Understandable Scheduler-Free Heterogeneous Asynchronous Multithreaded Data-Flow Graphs,” in 2020 IEEE/ACM 3rd Annual Parallel Applications Workshop: Alternatives To MPI+X (PAW-ATM), 2020, 1–15, (https://doi.org/10.1109/PAWATM51920.2020.00006.] dataflow graph model to multimode GPU architectures [Nitish Shingde et al., “Extending Hedgehog’s Dataflow Graphs to Multi-Node GPU Architectures,” in Asynchronous Many-Task Systems and Applications, ed. Patrick Diehl et al. (Cham: Springer Nature Switzerland, 2023), 1–12.]. We present abstractions for doing workload balancing and data distributions to scale on larger clusters of nodes. The data decomposition proposed provides the flexibility to overcome memory constraints, whereas the data distribution adopted helps lower the overall internode communication volume to scale better. This newer approach is highlighted by using matrix multiplication as the driving vehicle. The performance results of this approach are measured against the leading libraries, SLATE and DPLASMA, for illustrative purposes only. This work aims to demonstrate that using general-purpose, high-level abstractions, such as Hedgehog’s dataflow graphs, helps write scalable code without causing performance overhead.
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CP6
Mixed Precision Arithmetic to Accelerate a Hybrid Factorization Solver for Sparse Matrices

A hybrid algorithm consists of decomposition of the sparse matrix into a union of moderate and hard parts during factorization with symmetric pivoting and generation of the Schur complement matrix for the hard part in higher precision by using the solution of the moderate part in lower precision. In precise, block GCR solver is used to generate the Schur complement matrix by solving moderate part in higher precision. We use LDU-factorized matrix in lower precision as a preconditioner for the iterative solver. In final, performing forward and backward substitutions for multiple RHS solution in higher precision with factorized matrices in lower precision is the essential part of the preconditioning procedure, where actual mixed precision arithmetic is necessary without type conversion of RHS data from higher to lower precision. Here, TRSM of BLAS level 3 is used for diagonal blocks and GEMM for off-diagonal ones for updating. These routines work with RHS in higher precision but coefficient matrix data in lower. The target problems are prepared in two different setting, to solve matrix with high condition number which exceeds the limit of double precision accuracy, where quadruple precision arithmetic is mandatory and one with moderate condition number which does not exceed the double precision accuracy, where faster computation with single precision is required. Double-double data is used as quadruple precision with actual mixed precision for quadruple-double operations.
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CP6
Gpu Accelerated Newton for Taylor Series Solutions of Polynomial Homotopies in Multiple Double Precision

A polynomial homotopy is a family of polynomial systems, typically in one parameter $t$. Our problem is to compute power series expansions of the coordinates of the solutions in the parameter $t$, accurately, using multiple double arithmetic. One application of this problem is the location of the nearest singular solution in a polynomial homotopy, via the theorem of Fabry. Power series serve as input to construct Pad approximations. Exploiting the massive parallelism of Graphics Processing Units (GPUs) capable of performing several trillions floating-point operations per second, the objective is to compensate for the cost overhead caused by arithmetic with power series in multiple double precision. The application of Newton’s method for this problem requires the evaluation and differentiation of polynomials, followed by solving a blocked lower triangular linear system. Experimental results are obtained on NVIDIA GPUs, in particular the RTX 2080, RTX 4080, P100, and V100. Code generated by the CAMPARY software is used to obtain results in double double, quad double, and octo double precision. The programs in this study are self contained,
CP7

A Brick-based Hash-table Library for Structured-grid CFD on GPUs

This study is focused on porting a high-resolution computational fluid dynamics (CFD) code, featuring adaptive mesh refinement and mapped multi-block geometry, to the “HashBrick” library for execution on GPUs. Built on the concept of Bricks (https://bricks.run/index.html), which is a data layout and code generation framework enabling performance-portable stencil across a multitude of architectures, HashBrick introduces a new semi-structured organization of grid data optimized for sparsity and multilevel parallelism, providing improved data locality and cache reuse. The parallel performance will be demonstrated using a shockbox problem. The outcome of this study is establishing a performance model to characterize the optimal or sub-optimal parallel execution of the Hashbrick library in comparison to traditional structured-grid infrastructure. Future study will include more tests with the Hashbrick library on balancing the programmability, performance, portability.
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CP7

Coupling of Deep Learning and Bayesian Data Assimilation for High-Performance Computational Fluid Dynamics

Machine learning (ML) is now a core element in scientific computing (SC) and therefore potentially brings about new advances for computational fluid dynamics (CFD) modeling simulation of large-scale SC problems on high performance computing (HPC) architectures. The objective of this study is to investigate the performance in the coupling of ML and Bayesian data assimilation (DA) for CFD. DA is a method combining data (observations) with prior knowledge (e.g., CFD model) to improve the estimate of the distribution of the “true” state of a process (e.g., CFD simulation). Although ML and DA share some common mathematical and computational foundations, their difference and coupling with a large-scale SC code (e.g., CFD) merit an investigation of the performance and trade-offs. This study looks into the dataflow of each DA and ML process and assesses the performance of the coupling/feedback mechanism between DA, ML, and the “inner loop” CFD model.
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CP7

Efficient Implicit Time-Stepping Schemes for the Incompressible Navier-Stokes Equations

We explore an algorithm for efficient solutions of three-dimensional incompressible flow problems as they appear in industrial applications like Formula 1 race cars. These complex geometries can be accurately represented using a spectral hp element method, however, the combination of high Reynolds number flows with high aspect ratio boundary layers strongly limits the stability of explicit schemes via a CFL condition. We are investigating an implicit time-stepping strategy to remove the time-step restriction and improve the robustness. The strategy is based on a linear-implicit Velocity-Correction scheme that decouples the monolithic system for pressure and velocity into one Poisson and three Advection-Diffusion-Reaction problems for each velocity component. Furthermore, the algorithm uses a linearised advection operator to remove the CFL restriction without coupling the system and, thus, stays linear in the time step which minimises any additional computational cost. We will present the algorithm itself and its performance on industrial problems with high Reynolds number turbulent flows.

Henrik Wüstenberg, Alexandra Liosi, Spencer Sherwin
Imperial College London
h.wustenberg@imperial.ac.uk, a.iosi22@imperial.ac.uk, s.sherwin@imperial.ac.uk

Joaquim Peiro
Dept of Aeronautics
Imperial College London, UK
j.peiro@imperial.ac.uk

David Moxey
Department of Engineering
King’s College London
david.moxey@kcl.ac.uk

CP7

Performance Optimization of Automatic Differentiation for Unstructured-Grid CFD Applications on Emerging Heterogeneous Architectures

We share recent experiences performing kernel optimizations for typical motifs encountered in implicit methods
for Computational Fluid Dynamics (CFD) on unstructured grids. One particular focus area is Automatic Differentiation (AD) techniques aimed at obtaining Jacobians for complex physical models, often required for efficient solution methodologies, sensitivity analysis, error estimation, and uncertainty quantification. Such techniques present challenges for efficient implementation on Graphics Processing Units (GPUs), as complex physical models often involve many intermediate variables that create substantial register pressure and require significant memory traffic. We have developed an implementation that addresses these challenges and yields performance near the theoretical peak for today's state-of-the-art GPU architectures.
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**CP8**

**Iteratively Decoupled Algorithms with a Parallel Stokes Subsolver for Biot’s Model**

Biot’s model is a multiphysics model which describes the interaction of a poroelastic material with its interstitial fluid flow. To find the numerical solution of Biot’s model, we develop some iteratively decoupled algorithms that solve a reaction-diffusion subproblem for fluid pressure followed by solving a generalized Stokes subproblem. Our main algorithm is to parallel the generalized Stokes sub solver. Both analysis and experiments are given to demonstrate the effectiveness and efficiency of the algorithm. We theoretically show that the numerical solution of the iteratively decoupled algorithm converges to the solution of the coupled algorithm. Experimentally, we show that the parallel procedure does improve the efficiency and test the robustness of our algorithm with respect to physical and discretization parameters.
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**CP8**

**A Coupled Elliptic/Hyperbolic Adaptive Finite Volume Solver for High-Performance Heterogeneous Architectures**

Coupled elliptic/hyperbolic systems of partial differential equations (PDEs) arise in a variety of science and engineering applications, including fluid solvers. Solving such systems on adaptive meshes allows for increased memory and compute efficiency but introduces additional complexities in implementation. We present our work on coupling the Hierarchical Poincar-Steklov (HPS) method, a fast and direct elliptic solver (Gillman and Martinsson, 2014), with the hyperbolic solvers implemented in the ForestClaw software (Calhoun and Burstedde, 2017). The underlying systems are solved on a dynamic quadtree mesh as implemented in the p4est library (Burstedde, et al., 2011). This includes targeting high performance, heterogeneous CPU/GPU architectures for distributed memory parallelism using our new workload sharing implementation of the HPS method. We will show scaling analysis on the Polaris petascale machine from Argonne National Laboratory and progress on our target application of a non-dispersive tsunami model.
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**CP8**

**Accelerating Time-Stepping Methods with Machine Learning Models and Hardware**

Many scientific simulations involve dynamical systems that are so complex and require such high fidelity that they become computationally impractical. Machine learning (ML) models offer cheaper and simpler ways to describe the dynamics of these systems at the cost of additional approximation errors. To overcome the individual limitations of the full and ML models, this talk presents new time-stepping strategies based on multirate integrators that intelligently combine both models. The inexpensive ML model is integrated with a small timestep to guide the solution trajectory, and the full model is treated with a large timestep to occasionally correct for the ML model error and ensure convergence. Moreover, this approach can better utilize heterogeneous computing resources by evaluating models on different hardware, e.g., the full model runs on a CPU while the ML model runs on a GPU or ML accelerator. Numerical experiment show that the hybrid integrators can be significantly more performant than using only the full or ML model for the integration.
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**CP8**

**An Efficient Parallelizable Exponential Time Differencing Method for Solving Reaction-Diffusion Equations**

There are different exponential time differencing (ETD) schemes for solving nonlinear differential equations such as ETD-Pade′(1,1) or ETD-Crank-Nicolson scheme and ETD-Pade′(0,2) scheme of second order convergent devel-
oped using well-known Pade’ approximation for the under-lying matrix exponential. This study presents an efficient exponential time differencing scheme which utilizes the real distinct poles discretization for the matrix exponential called ETD-RDP. This scheme is proven to be second order convergent and most importantly enables parallel implementation of the resulting scheme. Comparison with second order ETD- Pade’ schemes (ETD-Crank-Nicolson scheme and ETD-Pade’ (0,2) scheme) shows that the proposed ETD-RDP method is more efficient and accurate.

Madushi U. Wickramasinghe
Graduate Student (PhD)
Morgan State University
kewic1@morgan.edu

Olaniyi Iyiola
Morgan State University
olaniyi.ifyiola@morgan.edu

**CP9**

**Ocean Models, But What If We Made Them 100× Faster?**

GPU computing has recently transformed high-performance computing (HPC) by providing substantial computational power and energy efficiency. However, ocean modeling, vital for climate and environmental research, remains primarily CPU-based, especially within the realm of unstructured models. Our work introduces a 2D/3D GPU ocean model based on the Discontinuous Galerkin (DG) method, overcoming challenges in adapting unstructured models to GPU architectures, traditionally optimized for structured memory access. Our contributions include memory efficiency optimizations and a novel “cell layout” memory structure. It strikes a balance between performance during the assembly, and speed of the resolution of the many banded linear systems that arise. Our GPU-accelerated model achieves an average 50× to 100× speedup over CPU counterparts, making a GPU equivalent to 1500-2500 CPU cores. These kind of speedups, while theoretically predicted, are rarely achieved in practice, especially for unstructured models and implicit processes. This research offers unprecedented computational efficiency for complex oceanic simulations, with direct ecological applications. It is already transforming our research group, where fine simulations that would previously require a year of computation can now be completed in just under a week.
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**CP9**

**Performance Characterization of MPAS-Ocean on Heterogeneous Supercomputers**

We present the performance of the Model for Prediction Across Scales (MPAS) Ocean model on Graphics Processing Unit (GPU)-based supercomputers. We evaluated the portability, functionality, and performance of the OpenACC port of MPAS-Ocean on multiple GPU architectures. Specifically, we have investigated performance on the United States Department of Energy’s national laboratories’ ecosystem supercomputers: Summit, Perlmutter-GPU, and Frontier, using Nvidia V100, A100, and AMD MI250X GPUs, respectively. We will present the computational performance of the ocean-sea ice coupled model as well as the standalone MPAS-Ocean. Moreover, the performance of the semi-implicit solver using linear iterative solvers in conjunction with linear algebra libraries for heterogeneous architectures, such as cuBLAS and hipBLAS, will be examined on different supercomputers. This activity is meant to understand deficiencies in the existing framework to inform the design of the next-generation ocean model titled OMEGA, the Ocean Model for E3SM Global Applications. We have already incorporated several lessons in the data structure and core framework design of OMEGA.
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**CP9**

**A New Coupler Infrastructure for E3SM Simulator**

Traditional coupled physics infrastructures for Climate models involve several steps in the simulation workflow to enable seamless transfer of information between components. The Model Coupling Toolkit (MCT) is one such software library that is used extensively in the E3SM and OASIS3 climate solvers. Since MCT does not store any detailed information about the underlying component meshes, the remapping weights to transfer data is computed using an offline process using tools such as ESMF, SCIRIP or TempestRemap. In this talk, we present details about our ongoing work to integrate the MOAB mesh database within E3SM, with interfaces to TempestRemap to generate the remapping weights during the actual simulation, with zero offline requirements. Such a modified workflow maximizes the computational efficiency and increases scientific productivity, without sacrificing discretization accuracy of field data being transferred. The MOAB library has been interfaced with the HOMME (ATM), MPAS (OCN) and LND/RIVER models in E3SM to abstract out details of data transformation and migration between processes on large-scale machines. We will also present performance results of the new MOAB coupler, and provide comparative analysis against the existing E3SM-MCT coupler for problems of interest.
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Distributed and Gpu-Enabled Support Vector Machines for Wildfire Identification from Remote Sensing Data

We describe PermonSVM – a distributed memory parallel Support Vector Machine (SVM) implementation, built on top of the Portable, Extensible Toolkit for Scientific Computation (PETSc) – and its application to identification of wildfire-affected areas in large remote-sensing data sets. Automated machine learning approaches can enable more up-to-date and accurate tracking: the United States Monitoring Trends in Burn Severity ground truth layer we use is about two years behind and ignores small fires, which may be very important due to their frequency. Our aspirational goal is to enable synoptic mapping of fires across North America to enable better understanding of forest carbon balance. In our numerical experiments so far, we have achieved good classification performance and believe that our SVM classifier is effectively identifying smaller fires that are missing from the MTBS layers. Leveraging recent developments for GPU support in PETSc, we have achieved significant speedup for the SVM calculations on both NVIDIA and AMD GPU-powered supercomputers, and are actively working to further improve computational efficiency. Recent algorithmic improvements we are developing and evaluating include improved duality gap-based stopping criteria, novel approaches for stabilizing the underlying quadratic optimization algorithm, using Platt scaling to get probabilistic output from the classifiers, and GPU-friendly compact-dense formulations of quasi-Newton updates.
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CP9
Neural Network Prediction of Ocean Wave Behavior Using Frequency Domain Mapping

As ocean levels rise due to global warming, it is important to understand, visualize, and predict ocean wave behavior. Such predictions are an important component of emergency preparation. In recent years, key advances have been made in the application of neural networks toward weather related predictions. One neural network architecture, the Fourier Neural Operator (FNO), has shown great promise in image to image mapping where the output image represents the solution space of a physical system. In the current research, we use an FNO to map an ocean basin topography to the resulting wave height. We trained the FNO on a dataset generated from 1,600 simulations of the shallow water equations, where each simulation utilized a different arbitrarily-generated ocean basin topography. This type of simulation accurately depicts wave behavior away from the shoreline. Our setup is ideal for parallel computing. By parallelizing both the algorithm for the numerical method and the topography generation, we reduced computation time by 71.20%. Using parallel training of an ensemble of FNOs, we reduced the prediction MSE by 30.74%. Although we trained the FNO on a dataset of resolution 128 x 128, we validated the FNO on inputs of resolution 1024 x 1024 and received good results. For our future work, we plan to repeat this experiment using a more intensive approach such as particle-in-cell to expand the model dimensions from 2.5D to true 3D.
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Advances in Data-Driven Solver Selection for Sparse Linear Matrices

Solving sparse linear systems is pivotal in diverse computational domains, and overall execution time of computations is heavily impacted by the efficient solution of such systems. Respective methods typically involve preconditioning an iterative solver; however, choosing optimal or sometimes even numerically stable combinations can be quite challenging. We discuss how to predict effective preconditioner and iterative solver combinations for any given sparse linear problem, through a combination of embedding and linear modelling techniques. We focus on determining useful system features and investigate different metrics to quantify the relative performance of the solvers across the SuiteSparse matrix collection on different architectures.

Hayden Liu Weng, Felix Dietrich
Technical University of Munich
h.liu@tum.de, felix.dietrich@tum.de

Hans Joachim Bungartz
Technical University Munich
bungartz@tum.de

Efficient Mesh Deformation Based on Randomized RBF Solvers

Mesh deformation methods have been widely used for the past decades in various fields such as fluid-structure interaction, aerodynamic shape optimization, unsteady and aeroelastic computational fluid dynamics. Among the existing methods, radial basis functions interpolation (RBF) is particularly suitable for unstructured mesh applications due to its simplicity and the high quality of the resulting mesh. Such approach requires solving dense linear systems, generally symmetric positive definite (SPD), which tends to be computationally expensive and memory demanding,
which is a major drawback when dealing with large-scale meshes. In this work, we aim to speed-up RBF mesh deformation procedure using methods coming from probabilistic linear algebra to solve the associated dense linear system. Indeed, such methods start to emerge into several fields, including numerical linear algebra and optimization, exploiting its spectral properties as an efficient alternative to reduce the complexity of solving large scale linear system. We will address the question of how to create an approximation to the RBF matrix by projecting the initial large scale operator onto a smaller subspace that exhibits specific properties such as better sparsity and investigate various solving strategies. The proposed approach will be discussed on the basis of 2D and 3D applications.
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Tensql: An SQL Database Built on Graphblas

Relational Database Management Systems (RDBMS) have been the most prominent form of database in the world for several decades. While relational databases are often applied within high-frequency/low-volume transactional applications such as website backends, the poor performance of relational databases on low-frequency/high-volume queries often precludes their application to big data analysis fields like graph analytics. This work explores the construction of an RDBMS solution that uses the GraphBLAS API to execute Structured Query Language (SQL) in an effort to improve performance on high-volume queries. Tables are redefined to be collections of sparse scalars, vectors, matrices, and more generally sparse tensors. The explicit values (nonzeros) in these sparse tensors define the rows and NULL values within the tables. A prototype database called TenSQL was constructed and evaluated against several SQL implementations including PostgreSQL. Preliminary results comparing the performance on queries common in graph analysis applications offer performance improvements as high as 1,400x over PostgreSQL for moderately sized datasets when returning results in a columnar format.
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MS1
From Iteration Counting to Applications with pySDC

Many parallel-in-time (PinT) algorithms replace the serial and, in this regard, direct way of time stepping by algorithms that iterate on multiple time steps in parallel. Efficient parallel implementation is a demanding exercise and may exceed the scope of more math-based PinT projects. Instead, PinT research typically resorts to "counting iterations" of the algorithm as a means of measuring its performance independently of its actual implementation. However, this hides many non-negligible sources of computational cost, such as communication. If the true parallel efficiency of candidate algorithms is under consideration, this needs to be obtained in a more coherent way. We present here one prototyping library which aims to cover both aspects of PinT research: method development and fair efficiency testing. pySDC is a Python code that, while not providing production-level performance, allows users to detect pitfalls in parallel algorithms before committing to optimized implementations or rigorous mathematical analysis. Parallel efficiency can be estimated by comparing to various time-serial algorithms implemented in the same framework. The modular structure allows users to easily apply a new algorithm to a wide range of problems and configurations without awareness of all the intricacies of the code. pySDC is publicly hosted on GitHub and well tested and documented in order to provide new users with a smooth and rapid start.
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MS1
MaMiCo: High-Performance Parareal Molecular-Continuum Flow Simulation

Coupled molecular-continuum flow simulations extend the spatial domain of molecular dynamics (MD) using a computational fluid dynamics (CFD) solver. For a wide range
of scientific applications, these multiscale methods are an important tool to go beyond the limits of computational demand of pure MD. Often a massively parallel approach is necessary to yield acceptable time to solution. However, the spatial scalability of these methods with serial time stepping is limited, impeding researchers wanting to gain benefits from recent exascale high-performance computing systems. Hence, Parallel-in-Time (PinT) methods offer a promising way to enhance the scalability. In this talk, we present recent advances of the Parareal based PinT implementation in our open source molecular-continuum coupling tool, MaMiCo. MaMiCo is a C++ framework for 3D flows designed modularly, i.e. to offer coupling methodologies, including PinT, independent of the underlying MD and CFD codes. We employ an additional second continuum solver as hydrodynamic predictor to supervise the microscopic system. It reuses a variety of methods originally developed for coupling in space, such as noise filtering algorithms, mass flux and momentum transfer operators, to enable time parallelization. Our results demonstrate that the approach significantly improves the scalability of modular high-performance coupled flow simulations, opening the door to novel applications emerging on the horizon.
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MS1

Multiscale Parareal Algorithms for Long-Time Mesoscopic Simulation of Complex Fluids

We present a multiscale parallel-in-time algorithm in which a continuum-based solver supervises a mesoscopic simulation in time-domain. Using an iterative prediction-correction algorithm, the parallel-in-time mesoscopic simulation supervised by its continuum-based counterpart can converge exponentially over iterations. The results show that the supervised mesoscopic simulations of both Newtonian fluids and non-Newtonian bloods converge to reference solutions after a few iterations. Physical quantities of interest including velocity, wall shear stress and flowrate are computed to compare against those of reference solutions, showing a less than 1% relative error on flowrate in the Newtonian flow and a less than 3% relative error in the non-Newtonian blood flow. The proposed method is then applied to a large-scale mesoscopic simulation of microvessel blood flow in a zebrafish hindbrain. The 3D geometry of the vasculature is constructed directly from the images of live zebrafish under a confocal microscope. The time-dependent blood flow from heartbeats in this realistic vascular network of zebrafish hindbrain is simulated using dissipative particle dynamics as the mesoscopic model, which is supervised by a one-dimensional continuum-based blood flow model in multiple temporal sub-domains. The computational analysis shows that the resulting microvessel blood flow converges to the reference solution after only two iterations.
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MS1

Parallel-in-Time Software - Past, Present, Future

With million-way concurrency at hand, the efficient use of modern HPC systems has become one of the key challenges in computational science and engineering. For the numerical solution of time-dependent partial differential equations, time-parallel methods have shown to provide a promising way to extend prevailing scaling limits of numerical codes. However, while ideas, algorithms and proofs of concept are very visible in the literature, the corresponding codes and software packages are often hidden or only a marginal note in the various publications. The number of actually visible, time-parallel application codes is still rather small. Interestingly, the same is also true for stand-alone parallel-in-time libraries, which are mainly used for showcasing performance or for testing new ideas. In this talk, based on a recent survey conducted within the parallel-in-time community we will give an overview of what is currently available and describe some of the issues arising when implementing parallel-in-time integration methods. We show how authors see their codes, what software engineering techniques they apply and whether the codes themselves are perceived as scientific output.
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MS2

Generative AI LLMs for High-performance Computing

Generative AI large language models (LLMs) have taken the world by storm since the release of GPT-3 in November 2022. There is a fundamental need to understand how these technologies are redefining how we do computing and high-performance computing (HPC). We evaluate the generation of HPC math kernels of the well-known GPT-3 OpenAI Codex, via Copilot, and Llama-2 foundational models and compare their accuracy on different languages (Fortran, C++, Python, Julia) and programming models (OpenMP, CUDA, HIP, Kokkos, OpenACC). We share our thoughts on the accuracy and an update on other aspects to add safeguards to the code generated by the foundational LLMs in question.
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OpenMP Offloading to Nvidia BlueField Dpus

Barcelona Supercomputing Center (BSC) has recently released OpenMP support for NVIDIA BlueField DPUs. This is an opportunity for the HPC community to leverage DPU features for a wider range of existing and emerging applications. In this talk I will introduce the current status of this support, its internal design and features, and the roadmap for upcoming features, along with the analysis of the first performance evaluations.
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MS2
Asynchronous Programming Models in Modern C++

Asynchronous many-task runtime systems have shown promising results lately in terms of helping to improve overall system utilization and parallel efficiency of scientific applications. One of the challenges in this domain is to design and maintain C++ APIs that a) are conforming to standard C++, b) unify local and remote operation (including working with accelerator devices), and c) are easy to use correctly. In this talk, we will highlight some of our recent results in this domain that demonstrate the viability of reaching all three of those goals.

Hartmut Kaiser
Louisiana State University
hkaiser@cct.lsu.edu

MS2
On Parallel Updates for Direct Factorization Methods

Computing has been disruptive to all scientific domains that increasingly rely on computational models and data to discover new knowledge and form decisions. With the explosion of Big Data, we are now faced with the ever-increasing size. The vast quantity, veracity, velocity, and variety of data are challenging classical high-performance numerical methods and software for extreme-scale computing. In this talk we address updating direct factorization methods, when being applied to sequences of large-scale problems where the systems are slightly varying from one step to the next step and recomputing the factorization would become too costly. Instead updating the existing factorization throughout the process of solving the systems is an attractive alternative. Depending on the problem, sometimes only parts of the factorization need to be updated. In other cases maybe global changes in the system require to update the whole factorization. These updates will be performed in parallel and, whenever possible, a large number of cores will be employed, even if eventually the factorization is not updated exactly but only by an iterative process. We will demonstrate the effectiveness of our approach for challenging large-scale application problems.
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MS3
Direct Sparse Solvers and Rank-Structured Preconditioners for Multi-GPU Systems

We present an approximate multifrontal sparse LU solver with low rank compression. The solver runs on multi-GPU systems like Perlmutter and Frontier. The low rank compression is done with an adaptive randomized approximation, as implemented in the KBLAS library. The code also relies heavily on batched dense linear algebra routines from the MAGMA library. We discuss various pivoting and other numerical issues, resulting in a strong and robust preconditioner for a range of applications. We discuss applications like indefinite Maxwell, Navier-Stokes, and singularly perturbed reaction diffusion systems. We also compare with various other solvers and preconditioners.

Pieter Ghysels
Lawrence Berkeley National Laboratory
Computational Research Division
pghysels@lbl.gov

Lisa Claus
Lawrence Berkeley National Laboratory
lclaus@lbl.gov

MS3
Energy Earthshots, Heterogeneous Computing, and Linear Solvers

For the last two decades, large-scale irregular linear systems arising in engineering design computations have presented performance and scalability bottlenecks in multiple domain areas. These problems got renewed attention with the U.S. Department of Energy multi-billion-dollar investment in the Energy Earthshots initiative, which involves designing complex systems such as electrolyzers, gasifiers and flow batteries. While heterogeneous computing provides the computational power needed to support complex system design, effective hardware utilization requires rethinking the numerical linear algebra algorithms needed to solve the underlying sparse linear systems. Solutions currently used by domain experts rely heavily on sequential computations and, as such, severely restrict the amount of detail that can be included in a design computation. The lack of adequate numerical linear algebra capability was also a major obstacle for the Stochastic Grid Dynamics at Exascale (ExaSGD) subproject of the Exascale Computing Project (ECP). The research conducted within ECP, driven by power systems use cases from the ExaSGD subproject, has identified several promising directions on how to develop scalable direct (and direct-iterative) linear solvers that can handle very-sparse ill-conditioned systems. In this
talk we provide an overview of accomplishments achieved in this area within ECP and related activities at other programs.
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MS3
Portable Mixed-precision Algebraic Multigrid on GPUs

We present the GPU-native platform-portable algebraic multigrid (AMG) implementation in Ginkgo library that allows the user to use different precision formats from double, single, half, and bfloat16 precision for the different multigrid components. We uses an aggregation size 2 parallel graph match as the AMG coarsening strategy as demonstration in this presentation. The design provides a high level of flexibility in terms of configuring the bottom-level solver and the precision format for the distinct components of multigrid. We present the challenges, convergence, and performance results of mixed-precision AMG on GPUs.

Yu-Hsiang Tsai
Karlsruhe Institute of Technology, Germany
yu-hsiang.tsai@kit.edu

Natalie N. Beams
University of Tennessee
nbeams@icl.utk.edu

Hartwig Anzt
University of Tennessee, U.S.
hanzt@icl.utk.edu

MS4
Communication-Library Offload onto Smartnic (tentative)

This talk discusses design and implementation issues related to speeding up communication libraries using smart-NIC accelerators.
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MS4
Emerging Use-Cases of SmartNICs for Scientific Computing

The emergence of SmartNICs has changed the field of networking by offloading complex processing and infrastructure tasks from the host CPU to the network interface. This talk focuses on the vast potential of SmartNICs, in particular in what the scientific community is interested on in terms of their use-cases. We will talk about how these smart network devices can improve various aspects of high performance computing, including communication offload, network security, storage and edge computing. The talk will also discuss research directions and challenges that need to be solved.
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MS4
Accelerating HPC and AI Applications by Offloading Computation and Communication to SmartNICs

This talk presents new middleware (including an MPI implementation) for exploiting smartNIC devices, along with several preliminary application case studies.
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MS4
How Might Smart Networking Infrastructure Impact HPC Applications?

Smart networks, both in the form of smart NICs and smart switches, represent an interesting development in the hardware space and promise to significantly improve networking in the data center space, as well as support near storage compute. However, can they also improve classical HPC approaches, despite their limited compute capabilities? In the ScalNEXT project, funded by as part of the German ScalExa program for Exascale applications and systems, we are investigating this questions, targeting both classic offload mechanisms as well as the use of smart networks to support program orchestration and coordination. In this talk, I will present this new project and its goal and will report on early developments and successes.
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MS5
GPU-Accelerated Vecchia Approximations of Gaussian Processes using Batched Matrix Computations

Gaussian processes (GPs) are often used in geospatial
analysis but struggle with large data sets due to computational complexity. Specifically, calculating the log-likelihood function for geospatial data involves inverting a large dense covariance matrix. Researchers have been focusing on approximation methods for better scalability and accuracy, such as the Vecchia approximation. This study uses batched matrix computations on modern GPUs, leveraging the KBLAS linear algebra library to introduce a parallel Vecchia approximation. This approach significantly speeds up the log-likelihood function evaluation, achieving up to 700X, 1180X, and 900X faster performance on V100, A100, and H100 GPUs. It can handle up to 1 million locations on 80GB A100 and H100 GPUs with high accuracy. The study also tests the accuracy of this algorithm on real-world geospatial datasets, including soil moisture in the Mississippi Basin and wind speed in the Middle East.

Sameh Abdullah
Extreme Computing Research Center (ECRC)
King Abdullah University of Science and Technology
sameh.abdullah@kaust.edu.sa

**MS5**

**Multigrid Reduction Preconditioning for Coupled Subsurface Processes**

The simulation of subsurface fluid flow involves solving complex multi-physics problems with tightly coupled multiphase flow and transport. To address this dynamic interplay, fully implicit methods, known as monolithic approaches, are typically favored. However, these methods entail solving large, non-symmetric, indefinite, and highly ill-conditioned linear systems arising from discretization and linearization of governing balance equations, making them challenging. These problems become even more challenging when coupling fluid flow with mechanical processes like rock fracture and deformation. Hence, designing preconditioners that manage these physics couplings is essential for achieving rapid convergence. The advent of new high-performance computing (HPC) hardware featuring accelerators such as GPUs offers opportunities to enhance solution performance when effectively leveraged. This work presents our endeavors to develop scalable linear solver strategies tailored for subsurface flow applications, prioritizing efficiency on modern HPC systems. We introduce a framework centered on multigrid reduction (MGR), specifically designed for tightly coupled systems of partial differential equations (PDEs). We showcase its adaptability across various scenarios and demonstrate its efficiency and scalability when addressing substantial problems on contemporary HPC architectures.
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**MS5**

**Sparse Matrix As Computational Abstraction for Large-Scale Science**

In the last decade, advances in genome sequencing have flooded us with genomic data, leading to new computational approaches in bioinformatics. As genomics becomes increasingly important in the health and environmental fields due to the decreased cost of sequencing, the flood of data requires parallel processing, often on high-performance computing (HPC) systems. However, the complicated, irregular nature of genomic computation makes parallelism in distributed memory difficult. This is as true for other sciences as it is for data science. Our work demonstrates that it is possible to create highly parallel code for complex genomic computation by using an appropriate abstraction such as sparse matrices. In addition, we explore the use of specialized hardware such as GPUs. The result is high performance, high productivity, and an efficient computational pipeline.
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**MS5**

**Distributed Massive-Scale Sparse Inverse Covariance Estimation**

Across various scientific disciplines, sparse inverse covariance estimation is a popular tool for capturing the underlying dependency relationships in multivariate data. Unfortunately, most estimators are not scalable enough to handle the sizes of modern high-dimensional data sets (often terabytes). In statistics, a sparse inverse covariance matrix, or precision matrix, is a fundamental quantity for characterizing conditional dependencies in multivariate data. Estimating the precision matrix is complicated by various statistical and computational challenges. We describe a massive-scale sparse precision matrix estimation approach that can analyze data with 1 million variables, and application examples are discussed.
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**MS6**

**Lessons Learned and Portability Strategies for a Large-Scale Materials Science Codes to GPU Architecture**

Computational materials science codes have been and still are among the applications which mostly benefit from leadership class HPC facilities, motivating forefront software developments to keep up with the constant increase of com-
Computational power offered by newer architectures. For over two decades, HPC software developers relied on advancements in massive parallelization to provide performance boosts. More recently, vendor-specific architectures (such as graphic processing units GPU) have emerged as the dominant HPC paradigm, forcing developers to actively maintain and optimize core compute kernels in a newer and more complex fashion. In this talk we focus on the lessons learned and the devised portability strategies on GPU architectures for a large-scale materials science code, namely BerkeleyGW. BerkeleyGW is a massively parallel software package employed to study the excited state properties of electrons in materials by using GW, Bethe-Salpeter Equation (BSE) methods and beyond. We discuss our software design to achieve true performance portability across various GPU vendor architectures by analyzing the performance of vendor specific programming models (CUDA and HIP) and the directives based portable counterparts (OpenACC and OpenMP-target). We highlight the challenges we encountered as well as the practices we found useful in the porting pipeline for the three major GPU vendor solutions, namely NVIDIA, AMD and Intel.
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MS6
Replacing Diagrammatic Quantum Monte Carlo with Tensor Trains

The simulation of strongly correlated quantum models is a significant challenge in modern condensed matter physics. Among the most successful methods are Monte Carlo techniques that accurately and reliably sample perturbative expansions to any order. However, the cost of obtaining high precision through these methods is high. Recently, tensor train decomposition techniques have been developed as an alternative to Monte Carlo integration. In this study, we apply these techniques to the single-impurity Anderson model at equilibrium by calculating the systematic expansion in power of the hybridization of the impurity with the bath. We demonstrate the performance of the method in a paradigmatic application, examining the first-order phase transition on the infinite dimensional Bethe lattice, which can be mapped to an impurity model through dynamical mean field theory. Our results indicate that using tensor train decomposition schemes allows the calculation of finite-temperature Green’s functions and thermodynamic observables with unprecedented accuracy. The methodology holds promise for future applications to frustrated multi-orbital systems, using a combination of partially summed series with other techniques pioneered in diagrammatic and continuous-time quantum Monte Carlo.
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MS6
Parallel Coordinate Descent Full Configuration Interaction

We develop a multi-threaded parallel coordinate descent full configuration interaction algorithm, for the electronic structure ground-state calculation in the configuration interaction framework. The algorithm solves an unconstrained nonconvex optimization problem, via a modified block coordinate descent method with a deterministic compression strategy. CDFCI captures and updates appreciative determinants with different frequencies proportional to their importance. We demonstrate the efficiency of the algorithm on practical systems.

Yuejia Zhang
Fudan University
yuejiazhang21@m.fudan.edu.cn

Weiguo Gao
Fudan University, China
wggao@fudan.edu.cn

Yingzhou Li
Fudan University
yingzhouli@fudan.edu.cn

MS6
Solving the Kadanoff-Baym Equation on GPUs

Computing the non-equilibrium Green’s function of a quantum many-body system by solving the Kadanoff-Baym equations, a set of nonlinear integral-differential equations is challenging. We describe efforts to implement a KBE solver on multiple GPUs using both OpenACC and CUDA FORTRAN. To achieve high performance, several techniques (code restructuring, loop fusion and reordering, batching) are needed be achieve good performance for self-energy and collision integral calculations. We will give a few examples to demonstrate the effectiveness of these techniques.
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MS7
The Sharp Interface Simulation of Ternary Alloy Solidification with Melt Convection on Quadtrees

We present a numerical method for the simulation of solidification of ternary alloy coupled with melt convection effects in 2D. A combination of spatially adaptive quadtree grids, level-set method, and sharp-interface numerical methods for imposing boundary conditions is used to accurately and efficiently resolve the complex behavior of the solidification front. The governing equations for ternary alloys lead to a non-linear system of coupled PDEs, and so we cannot use simple fixed point iterations for binary alloys. Instead, a modified Newton-type approach on an adaptive quadtree mesh is needed to capture the complex behavior of the solidification front. The pressure-free projection method accurately represents convection in the melt pool. Finally, we perform numerical experiments for directional solidification of a ternary alloy in a shear flow, and analyze the solutal segregation dependence on that and other processing conditions.
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MS7
Accurately Capturing Breakup Dynamics in Multiphase Flows Using Scalable Adaptive Algorithms

We address a long-standing issue of artificial (numerical) breakup of fluid structures in the modeling of interface-resolved simulations of multiphase flows. The root of this artificial breakup is the comparable length scale between the mesh and the interfacial features in the flow, e.g., filaments, sheets, and droplets. Thus, the accuracy of these simulations is strongly contingent upon the finest mesh resolution used to represent the fluid-fluid interface structures. However, the increased resolution comes at a higher computational cost, even when using adaptive refinement strategies. We propose algorithmic advances that leverage adaptive octree-based meshing and aim to reduce the computational cost without compromising on the physics by selectively detecting key regions of interest (droplets/filaments) that require significantly higher resolution. We demonstrate the scaling of the framework up to 114,688 processes on Frontera. We deploy the framework to capture complex break-up dynamics of pulsed primary jet atomization with one of the highest resolved simulations enabled using this dynamic detection and targeted refinement approach. Our simulations reveal that pulsed jet atomization exhibits a complex cascade of break-up mechanisms involving sheet rupture and filament formation. The proposed approach opens up the ability to affordably perform resolved simulations for various multiphase flow phenomena exhibiting thin features and their breakup.
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**MS8**

**Arachne: A Productive Massive-Scale Graph Analytics Framework**

Analyzing massive-scale networks, or graphs, presents significant challenges due to their vast size and the growing need for user-friendly and productive analytic tools. Such graphs hail from diverse fields such as cybersecurity and health representing anything from malicious network flows to neural connections. Users require simple and efficient tools to decipher hidden structures and derive insightful metrics from these massive graphs. Tools such as NumPy, Pandas, and NetworkX, allow users to analyze data in Python of limited size. Recently, Arkouda was released as a replacement at scale for array operations typically found in NumPy and Pandas. Arkouda allows for efficient execution of array tasks for datasets terabytes in size. Its operations on tabular data, like reductions and scans, differ from the often irregular nature of operations on graphs. Arachne, an extension to Arkouda, bridges this gap by seamlessly transforming Arkouda dataframes into graphs. Notably, Arachne can manage complex graph types, like property graphs, processing queries on graphs composed of billions of edges in seconds. Both Arkouda and Arachne harness the power of Chapel, a language crafted to elevate parallel programming by removing the need to manage inter-node communication in a computing cluster, with a Python API. This talk will provide a comprehensive insight into the capabilities of Arachne and Chapel’s pivotal role in its design.
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**MS8**

**Towards Interactive HPC-Scale Property and Knowledge Graph Analytics with MetallData**

Scaling graph algorithms to ever-increasing data volumes has received tremendous attention from the HPC research community, primarily focusing on parallel, distributed, and/or accelerator-based graph algorithms. Venues such as the Graph500, GraphChallenge, and DIMACS challenges have focused research towards developing new processing capabilities. With advances in raw computing capabilities comes to need to enable exploratory interactive computing (e.g., Jupyter notebook driven) for HPC-scale analytics. In this talk, we present active research efforts investigating persistent data structures, and how they can enable HPC-scale interactive computing for graphs and other data-intensive applications. We will demonstrate how to drive an HPC graph analytics workflow from an interactive python environment that is extendable to other analytic domain areas. Additionally, present research investigating algorithms and techniques to scale graph analytics to some of the largest open-source datasets in distributed HPC environments, including the new AWS HPC-Cloud environment. We show that AWSs HPC environment is competitive with traditional HPC and is capable of operating on the full 14.3 billion comment Reddit graph using a suite of graph-based benchmarks.
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**MS8**

**Communication-Avoiding Algorithms for Full-Batch and Mini-Batch GNN Training**

Graph Neural Networks (GNNs) are powerful and flexible neural networks that use the naturally sparse connectivity information of graph data. GNNs represent this connectivity as sparse matrices, which have lower arithmetic intensity and thus higher communication costs compared to dense matrices, making GNNs harder to scale to high concurrencies than Transformers or fully-connected neural networks. We show that communication-avoiding matrix multiplication algorithms can accelerate GNN training compared to existing training methods for both minibatch and full-batch training. First, we introduce the first distributed GNN training system that supports multiple minibatch sampling algorithms, enabling GNN scales that were previously infeasible. Our approach is to express each step in GNN training with sparse matrix operations, and leverage communication-avoiding SpGEMM algorithms to scale training to hundreds of GPUs. Second, we show how full-batch training can scale out to hundreds of GPUs by leveraging communication-avoiding SpMM algorithms. We experiment on graph datasets with billions of edges on over a hundred GPUs to show the performance benefits of these algorithms.
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**MS9**  
**WarpX Experiences at Exascale**

In July of 2022, the particle-in-cell code WarpX ran for the first time a laser-plasma simulation on nearly the full size of the first reported Exascale Supercomputer, Frontier (OLCF). Frontier’s novel AMD GPU architecture complemented successful runs on the prior TOP1 supercomputers (Fugaku, A64FX CPUs) and Summit (Nvidia V100 GPUs), along with the latest NERSC Supercomputer (Perlmutter, Nvidia A100 GPUs). Looking back to 2016, the road to sustainably develop an application that has many numerical innovations was not yet clear. Would performance portability layers become general enough and provide low enough overhead to enable single-source development? At which point in the software stack should hardware-specialization routinely start? How to ensure low-entry burdens, extensibility and sustain numerical innovation with a large community? This posed a major challenge for design and maintainability. In this talk, we will show how integration with and contribution to the co-design framework AMReX, cross-expertise teamwork, effective challenging and leveraging software library collaborations and focused performance tracing over the project runtime enabled the WarpX application to achieve its science goals, and attract a large open source community sustaining it beyond the DOE ECP Project.
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**MS9**  
**Microbiome Science at the Exascale**

The ExaBiome project has developed exascale tools for analyzing microbial data. This includes a new metagenome assembler and tools for protein clustering, binning, and comparative analysis. For example, the MetaHipMer assembler allows for co-assembling massive environmental data sets with tens of terabytes of input data requiring petabytes of memory to assemble. With several record-breaking assemblies, the team recently assembled nearly 100 terabytes of ocean microbiome data and human gut microbiome data on the Frontier exascale system. Compared to previous approaches, the result is higher quality assemblies with more complete genomes, and more novel and rare species. Similarly, the HipMCL tool for protein clustering has been used on an unprecedented 8 billion proteins and resulted in the discovery of new protein clusters. These applications do not match the traditional patterns of scientific simulations but involve unstructured communication and computation, irregular data structures such as graphs and hash tables, and they require novel approaches to distributed memory parallelization and the use of GPU nodes.
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MS9
Experiences from the ExaWind Project

The ExaWind project has developed multiple applications which are coupled together to perform blade-resolved wind farm simulations on the latest GPU-enabled supercomputers in the United States. ExaWind uses the AMR-Wind application for performing structured grid atmospheric flow between wind energy capturing turbines while Nalu-Wind uses unstructured meshes to resolve flow over each turbine. These applications are coupled through overset methodology, utilizing the TIOGA application to perform hole cuts and connectivity, while yet another application, OpenFAST, enables fluid structure interaction by translating loads on the turbine into mesh deformations. This talk will give an overview of the ExaWind project with specific detail on the successes and challenges experienced in the seven year project, as well as lessons learned.
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MS9
Development of An Exascale Subsurface Simulator of Coupled Flow, Transport, Reactions Mechanics

Exascale computing has opened opportunities for modeling subsurface processes at scales that were previously not possible. Here we present an overview of the development of the Exascale Subsurface Simulator of Coupled Flow, Transport, Reactions Mechanics. We will discuss the challenges associated with moving the two component software codes (LBLs Chombo-Crunchflow and LLNLs GEOS.) onto exascale hardware. Strategies for performance portability will be presented, along with an overview of challenges faced by the project on the path to exascale. Finally, scaling studies for the project challenge problem will be presented with a discussion of continuing efforts to improve performance and scalability on the ORNL/Frontier exascale machine.
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MS10
Parallel Randomized Tucker Decomposition Algorithms

We propose to accelerate Tucker tensor decomposition algorithms by using randomization and parallelization. We present two algorithms that scale to large data and many processors, significantly reduce both computation and communication cost compared to previous deterministic and randomized approaches, and obtain nearly the same approximation errors. The key idea in our algorithms is to perform randomized sketches with Kronecker-structured random matrices, which reduces computation compared to unstructured matrices and can be implemented using a fundamental tensor computational kernel. We provide probabilistic error analysis of our algorithms and implement a new parallel algorithm for the structured randomized sketch. Our experimental results demonstrate that our combination of randomization and parallelization achieves accurate Tucker decompositions much faster than alternative approaches. We observe up to a 16X speedup over the fastest deterministic parallel implementation on 3D simulation data.
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MS10
Distributed Computation of Persistent (co)homology

Persistent homology captures the shape of input data at different scales. Typical inputs are point clouds or scalar functions on graphs/grids. Computation of persistent homology is essentially a special form of Gaussian elimination applied to a boundary matrix of a simplicial complex. The boundary matrix is very sparse in the beginning, but some of the columns become denser during the computation. Morozov and Lewis proposed a distributed algorithm that was based on a so-called blowup construction. However, duality (computing cohomology instead of homology) allows us to eliminate the combinatorially expensive blowup construction.
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MS10
Parallel Algorithms for Computing Electron Correlation Using Sparse Local Mp2 Method

Second order MillerPlesset perturbation theory (MP2) method is often used to compute electron correlation energy in computational chemistry. In this talk, we focus on using both distributed memory and shared memory parallel programming methods for the local MP2 method. Local MP2 allows us to transform the energy computation into solving a special sparse linear system. We design a sparsity-enforced Krylov method to solve the linear system iteratively, and allocate processors according to the sparse structures. We show strong scaling analysis on real chemical objects to indicate the efficiency and effectiveness
of our parallel algorithms.
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MS10
Riemannian Optimization for Tucker Tensor Completion

Tensor completion is a technique to fill in missing entries in multi-dimensional data using decomposition methods like Tucker, CP, or Tensor-train. Tucker tensor completion is used in applications when more accuracy is required, and the order of the tensor is not too large. Recent works have proposed Riemannian optimization algorithms for this problem and have shown that these algorithms perform better than traditional optimization methods like alternating minimization. We analyze the computations involved in Riemannian optimization algorithms and improve upon the asymptotic computational complexity in the existing algorithms. We leverage the sparse tensor contraction primitives to implement these algorithms and show that, with this improvement, Riemannian optimization can outperform alternating minimization in distributed-memory setting for practical applications.
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MS11
Uncertainty in Uncertainty and Rockafellian Relaxation

A critical aspect of PDE constrained optimization is to account for uncertainty in the underlying physical models, for example in model coefficients, boundary conditions, and initial data. Uncertainty in physical systems is modeled with random variables, however, in practice there may be some nontrivial ambiguity in the underlying probability distribution from which they are sampled. As stochastic optimal control problems are known to be ill-conditioned to perturbations in the sampling distribution, we describe an analytic framework that is better conditioned to such meta-uncertainties and conclude with numerical examples.
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MS11
Derivative Tensor Network Compression via Symmetric Actions for Constructing High Order Taylor Series Surrogates

Digital twins for complex systems are often enabled by surrogates based on local linearization and low-rank approximation of the Jacobian. This technique neglects nonlinear behavior which may be essential to faithfully representing the system of interest. Taylor series surrogates capture important nonlinear behavior locally via higher order derivatives; however, the scale of high order derivative tensors poses several computational challenges. This work addresses these challenges via a derivative tensor network compression algorithm that relies solely on highly efficient and parallelizable symmetric derivative actions. The resulting method is applied to accelerate sampling from the posterior in a distributed parameter PDE-constrained inverse problem.
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MS11
Local Point Spread Function Approximation of High-Rank Hessians in Inverse Problems Governed by PDEs

In this talk, we discuss the problem of estimating solutions of large-scale inverse problems governed by partial differential equation (PDE) based models. Solving inverse problems with expensive forward models and high-dimensional parameters is computationally challenging. One such challenge is that the Hessian, an object that is needed for a Newton-based solution of the inverse problem, is a matrix-free linear operator that requires the solution of two linear discretized PDEs in order to apply it to a vector. Here, we exploit the local sensitivity of model predictions to parameters which suggests that the Hessian has numerically low-rank off-diagonal blocks. We discuss an a priori means to estimate the supports of Hessian columns and how that knowledge can be leveraged for efficient batch sampling of its columns. This computational framework is ultimately utilized to estimate entries of the Hessian and compress it into a hierarchical H-matrix format. We apply such Hessian approximations as preconditioners in Newton linear system and ultimately reduce the total number of PDE solves required to solve two model inverse problems by the inexact Newton-CG method.
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Exponential integrators are a class of time integration methods for efficiently solving stiff ordinary differential equations. A key characteristic of these methods is that they treat a linear component exactly while approximating all remaining terms explicitly. In this talk, I will present a new class of exponential integrators that are parallelizable both across the method and across the steps. The methods are based on the polynomial time integration framework and can be constructed at arbitrary orders of accuracy. I will discuss the stability of these methods, and present several numerical experiments that highlight the advantages of these integrators over existing parallel-in-time methods.
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MS12
Direct Time-Parallel Methods Based on Spectral Deferred Correction

During this talk, I will present one approach currently developed to perform PinT time-integration for numerical weather prediction. It is based on Spectral Deferred Correction (SDC), a time-integration method that iteratively computes the stages of a fully implicit collocation method using a preconditioned iteration. SDC allows to generate a variety of methods with arbitrary order of accuracy. While there are several parameters that can be used to optimize a SDC method, the main one is the choice of preconditionner. In particular, one can build diagonal SDC preconditionners, either to improve convergence speed or numerical stability for larger time-step size. One important aspect of these diagonal preconditionners is that they allow computations for SDC iterations to be performed in parallel in time. I will present some recent results on building optimized diagonal preconditionner for a split implicit-explicit formulation of SDC and show their application to test problems based on the shallow water equations.
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MS12
Estimating Discrete Events for Spectral Deferred Corrections

Differential equations arise naturally in many fields to describe physical systems or processes. Discontinuities are also belong to such a system. In simulation, such discrete events can make the computation of a solution to a very difficult task. Even when the occurence of a discontinuity depends on the system dynamic itself, numerical methods may have problems calculating an accurate solution. Often they occur in fields such as science and engineering. In engineering, converters use high-frequency switching to compare after fixed number of time steps if the actual voltage is equal to a target voltage to control the output. In science, a gas-liquid model describes the output of a tube. The liquid comes out of the tube if the level of the liquid exceeds the dip tube, otherwise gas will leak out. In this presentation, the switch estimator applied to the method of spectral deferred corrections (SDC) is presented together with different examples to show its performance. The switch estimator predicts the time point of the discrete event us-
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MS13  
Evolving Task-Based Parallel Programming to Address a Wider Range of Applications

Task-based parallel programming models have been successful over the last fifteen years in helping port a range of applications to heterogeneous HPC platforms, thanks to their cooperation with dynamic runtime systems. Some applications have proven more challenging for task-based models, however, for a variety of reasons such as their inherent parallelism being more strenuous to extract or too overwhelming to manage. This talk will discuss some ideas we are exploring to enrich the programming model of our StarPU task-based runtime system to target new classes of applications.
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MS13  
R&D in the Open—Tales from the LLVM Community

The LLVM compiler framework is the backbone of all modern HPC vendor compilers and further used by most major IT companies. LLVM also underpins compilers for languages like Julia, Rust, and Swifft, which makes it a very versatile target for research and development of novel compiler technology. In this talk we will provide insights about the R&D process in the LLVM community, especially with the HPC related work performed at DOE national laboratories. We will describe available resources, best practices, and show success stories. The latter will introduce the audience to various HPC/GPU related developments in LLVM which will have direct utility to them, including: a GPU libc and libm library, advanced performance portability for kernel languages and improved debugging and tuning support.
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MS13  
Ai Based Auto-Tuning for Iris Heterogeneous Runtime System with Matris Math Library Usecase

IRIS is an Intelligent heterogeneous runtime system, enables task based programming model for applications to create tasks and run the kernels on heterogeneous compute units for high portability and performance. It abstracts the heterogeneous device memories management and enables automatic data movement with wide range of task schedulers to explore. MatRIS is a heterogeneous math kernel library developed using IRIS runtime and provides tiled algorithms for basic linear algebra. Though IRIS runtime and MatRIS provides several knobs such as tiling algorithm, tile size, number of heterogeneous compute units, type of compute units, etc., scheduling algorithm, etc. for each math kernel and for each input size, it is extremely challenging to select the right choice of knobs for best performance. We propose an generative AI based auto-tuning for the selection of these knobs for different problem input size of different math kernels. This talk covers the details of how AI algorithms help IRIS heterogeneous runtime and math kernels to identify the right set of knobs for different heterogeneous systems and provide some results.
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MS13  
JACC.jl: A Julia CPU/GPU Portable Functional Layer

We present JACC.jl, a functional-oriented portable programming model for the Julia language. JACC.jl provides a unified, lightweight front end across different back ends available in Julia (Base, Threads, CUDA.jl, and AMDGPU.jl) so that the same Julia code can run on different CPU and GPU targets. We evaluated the performance of JACC.jl for common HPC kernels (e.g., AXPY, conjugate gradient algorithm, Lattice-Boltzmann method) on nodes of the Summit (#5 TOP500) and Frontier (#1 TOP500) supercomputers at Oak Ridge National Laboratory. Overall, we show that the proposed programming model leverages newly introduced features in Julia v1.9 for optional dependencies while incurring a negligible performance overhead vs. Julia’s vendor-specific solutions. We report expected GPU speedups over a CPU implementation with no extra cost to programmability for the kernel granularity. Hence, we attempt to leverage Julia as a high-productivity layer compiled via LLVM by providing a performance-portable solution.
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Optimizing Irregular Communication with Neighborhood Collectives and Locality-Aware Parallelism

Irregular communication often limits both the performance and scalability of parallel applications. Typically, the communication is implemented as point-to-point, and optimizations are integrated directly into the application, lacking portability. Optimization of point-to-point messages within MPI is difficult, as the interface only provides information on a piece of all communication. Persistent neighbor collectives offer an interface for optimizations within MPI. This paper presents methods for implementing existing optimizations for irregular communication within neighborhood collectives, analyzes the impact of replacing communication in existing codebases such as HYPRE BoomerAMG with neighborhood collectives, and shows up to a 1.38x speedup on sparse matrix-vector multiplication through the use of our optimized neighbor collectives. The authors analyze three implementations of persistent neighborhood collectives for alltoall: an unoptimized wrapper of standard point-to-point communication, and two locality-aware aggregating methods. The latter exposes an extended interface to perform additional optimization, and the authors show additional 7 percentage point speedup when using this non-standard interface.

Gerald Collom
University of New Mexico
Albuquerque, NM, USA
gerdale@umn.edu

Amanda Bienz
University of New Mexico
bienz@umn.edu

Rui Peng Li
Lawrence Livermore National Laboratory
li50@llnl.gov

Performance Optimization of Sparse Factorization on GPUs

We present some results from the performance optimizations of the simplicial GPU-resident sparse LU and Cholesky factorizations available on in the Ginkgo software library. The limited amount of parallelism available in the dependency structure of a sparse factorization renders the common latency-hiding approach of GPUs ineffective, so we detail techniques for optimizing the handling of sparsity pattern lookups, load balancing between warps and between thread blocks, as well as special techniques for short rows. Finally, we show the local impact of these improvements based on a fine-grained profiling of the factorization using GPU clock registers.
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Recent Experiences in Preconditioning for CFD on Hybrid Computing Architectures

In this talk we will overview recent efforts and outcomes in preconditioning linear systems arising from implicit Computational Fluid Dynamics (CFD) simulations on heterogeneous computing architectures. Many problems in fluid dynamics require implicit methods to resolve disparate time scales for unsteady calculations as well as problems in which a steady state solution is required. With most of the compute power on modern supercomputers coming from Graphics Processing Units (GPUs), there is an imperative for developing algorithms and code for all classes of science problems which effectively utilize these architectures. Implicit computations, which heavily rely on linear solvers and preconditioners for performance, can be particularly difficult to map onto these new architectures. We will present performance results using several preconditioners for implicit CFD calculations with the matrices arising from applying Newton's method to the Navier-Stokes equations. Due to the poor conditioning of the linear systems, emphasis will be placed on using sparse direct linear solvers as a local subdomain preconditioner as part of a larger domain decomposition scheme. Both multithreaded CPU performance and GPU performance will be discussed.
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Re::Solve: Linear Solver Library Optimized for Solving Sequences of Linear Systems

The development of Re::Solve sparse linear solver library started as a part of Stochastic Grid Dynamics at Exascale (ExaSGD) project. The overarching goal was to address projects major technology gap at the time. The project required a fast sparse direct solver that is (natively) GPU-resident and at the same time, highly optimized, without unnecessary memory traffic nor repeated memory allocations and deallocations. A stable iterative refinement strategy was needed too, as the systems solved in ExaSGD were ill-conditioned by construction. During the project, it turned out that combining different codes and strategies (e.g., using LU decomposition from one solver library and following it with an alternative triangular solve and iterative refinement) is a winning approach and that a flexible library that facilitates this type of free mix-and-match solver style was needed. At the same time, the technology gap is not unique to ExaSGD, and affects many other applications whose overall performance heavily depends on the performance of the linear solver. Hence, Re::Solve was developed to be a versatile solver library that is flexible (e.g., same iterative solvers can be used for iterative refinement and direct solvers as preconditioners), designed to solve a sequence of linear systems without unnecessary recomputation and re-allocations, easy to integrate with applications, and capable of running on both AMD and
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**MS15**  
Dynamic Data Reduction in Motion: A Path to Efficient Sparse AI and Beyond  

The ballooning energy consumption of AI urgently call for sustainable solutions. While domain-specific architectures offer some relief, they fall short of addressing the energy-draining issues related to data access and movement. This is especially true as AI models continue to scale and exhibit features like sparsity, which have traditionally been challenging in HPC applications. In this talk, we pivot away from traditional computing models to introduce a groundbreaking dynamic data reduction in motion paradigm. This novel approach dramatically reduces energy consumption by processing data dynamically as it traverses the system. It eliminates the need for energy-costly data movement, offering an anticipated 200-fold decrease in data movement-related energy consumption. Our system uniquely enables efficient parallel computation by optimizing data pathways, ensuring that data is processed as it moves from its original location to its destination. This dual focus on speed and efficiency sets a new benchmark for sustainable AI and large-scale scientific computing workloads that share features like sparsity. Preliminary results are promising. In the case of deep learning recommendation models, our approach outperforms existing methods in speed-up trends as system or batch sizes grow.  
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**MS15**  
Accelerating Parallel and Distributed Systems and Applications with SmartNICs  

The parallel and distributed computing community has been actively investigating methods to enhance system designs through the use of programmable SmartNICs, resulting in a significant boost in application efficiency. During this presentation, I will begin by outlining the opportunities and challenges associated with the design of distributed systems and applications utilizing modern SmartNIC architectures and technologies. Subsequently, I will delve into several case studies to illustrate our expertise in accelerating parallel and distributed systems and applications through the utilization of modern SmartNICs.  
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**MS15**  
Lessons Learned from Accelerating Deep Learning Applications Using SmartNICS  

Many emerging deep learning models, such as recommendation systems, require large-scale multi-node environments for distributed training and inference. However, they often suffer from collective communication bottlenecks (e.g., alltoall), limiting their scalability. In this talk, I will discuss the lessons we’ve learned from designing a SmartNIC-based heterogeneous system. Through a software-hardware co-design approach, we have managed to overcome the communication bottleneck in distributed training, alleviate memory bandwidth pressure, and enhance computational efficiency.  
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**MS15**  
Intelligent Algorithms on Intelligent Networks-Experiences and Challenges Using Nvidias BlueField Technology  

In this talk, we study HPC software which combines modern algorithmic ingredients such as dynamically adaptive mesh refinement and local time stepping with task-based parallelisation. In an ideal world, the software uses the tasks for lightweight load balancing, i.e. moves them between ranks. In reality, the code base suffers from high bandwidth latency and bandwidth constraints, and the MPI implementations struggle to cope with unexpected message arrival and MPI progression. We introduce our system architecture which deploys part of the task balancing and task migration to BlueFields, and we discuss to which degree our local BlueField software stack fits to these software ideas. First measurements for mini-app configurations demonstrate what the DPU system has to deliver in terms of latency and bandwidth to make our light-weight load balancing work.  
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**MS16**  
Accelerating Genome-Wide Association Study Using Mixed-Precision Fine-Grained Matrix Computations  

Genome-wide association study (GWAS) represents a grand challenge due to the desire to incorporate millions of genetic markers over hundreds of thousands of patients to accurately model and predict genetic variations. Predictive models such as penalized regression is used to map human genetic variations to phenotypes. In particular, the Ridge Regression (RR) model involves solving systems of linear equations with large dense single nucleotide polymorphism (SNP) matrix obtained after forming the Gram matrix. The RR mapping estimates involve Level-3 BLAS opera-
tions, Cholesky factorization, and its corresponding solver for multiple right-hand sides. We develop a tile-based RR algorithm with mixed-precision techniques to accelerate successive computational phases. In particular, we employ an adaptive tile-centric mechanism to identify the precision arithmetic required for each tile. The resulting fine-grained computational tasks of RR can then be scheduled independently using the dynamic runtime system ParSEC with asynchronous execution. We demonstrate how this controlled precision loss permits achieving the necessary accuracy for RR on a set of synthetic datasets. We further assess the numerical accuracy of the prediction on a real dataset from UK BioBank. We compare against popular RR approaches, such as NVIDIA Rapids and Regenie tools as well as the Deep Learning GenNet framework, and report accuracy and performance superiority on NVIDIA GPU hardware accelerators.
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MS17

Accelerating Dense Density Matrix Computations on GPUs Using Chebyshev Expansions

Matrix diagonalization is often a bottleneck when computing the density matrix needed in electronic structure calculations. For modest matrix sizes (N= 4000 or less), performance of traditional dense diagonalization algorithms on modern GPUs is underwhelming compared to the peak performance of these devices. This motivates the exploration of alternative algorithms better suited to these types of architectures. Implementing a Chebyshev expansion algorithm whose number of required matrix multiplications scales with the square root of the number of terms in the expansion, our GPUs results show large speed ups compared to diagonalization for dense matrices. Additionally, we improve upon the original method by capitalizing on the inherent task concurrency in the algorithm using CUDA/HIP streams. This leads to a significant speed up over the serial-only approach for smaller (N=1000 or less) matrix sizes.
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MS17

An Orbital-Wise Parallel Algorithm for Numerical Solutions of the Kohn-Sha Equation

Kohn-Sham density functional theory is one of the most successful approximate model for many-body Schrodinger equation. In this talk, an h-adaptive finite element framework for both Kohn-Sham equation and time-dependent Kohn-Sham equation will be described, based on which the effort towards the orbital-wise parallel will be introduced in detail, including the design of the preconditioner in solving generalised eigenvalue problem, a PDE-treecode algorithm for Hartree potential calculation, a Jacobi-like update of orbitals in solving time-dependent equation, etc. Numerical experiments will demonstrate the effectiveness of our algorithm, and its potential in practical simulations.
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MS17

Discontinuous Galerkin Hartree-Fock Calculations for Predicting Accurate Electronic Structures of Mesoscopic-Scale Metal-Semiconductor Junctions with Millions of Atoms

The evaluation of the exact Hartree-Fock exchange in hybrid density functional theory (DFT) is a crucial ingredient for accurately predicting electronic structures in molecules and solids. However, its application is currently limited to 5K atoms on leadership supercomputers due to its ultra-high computational complexity $O(N^4)$. Herein, we propose a new discontinuous Galerkin Hartree-Fock (DGHF) method for large-scale hybrid functional electronic structure calculations. We present a massively parallel DGHF implementation on exascale supercomputers to reduce the high computational scaling of constructing the HFX matrix from $O(N^4)$ to $O(N)$. We showcase how DGHF can be used to predict accurate electronic structures of complex metal-semiconductor junctions with 2.5M atoms (17.2M electrons) using 35.9M cores on exascale Sunway supercomputer. This is the first time high-accuracy hybrid functional electronic structure calculations enable us to simulate next-generation electronic devices at mesoscopic scale (200 nm).
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MS17

Large-scale Density Functional Theory

Over the course of the past few decades, electronic structure calculations based on density functional theory (DFT) have become a cornerstone of materials research by virtue of the predictive power and fundamental insights they provide. The widespread use of the methodology can be attributed to its generality, simplicity, and high accuracy-to-cost ratio relative to other such ab initio approaches. However, while less expensive than wavefunction based methods, the solution of the DFT problem remains a formidable task. In this talk, the speaker will present recent developments in enabling large-scale DFT, including systems that contain over a million atoms and calculations that include many-body effects.
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A Performance Analysis of a High-Order 3D Immersed Interface Method Paired with a High-Order Wavelet-Based Multiresolution Grid

We present a performance analysis of the high-order immersed interface method implemented within MURPHY, a C++/MPI software framework that provides 3D grid adaptation on distributed-memory machines. The implementation provides a high-order interface treatment on a block-based grid divided among multiple ranks, coupled with a high-order wavelet-based grid adaptation strategy. To compare the merits of both low and high order interface treatments, we evaluate the corresponding cost of geometry processing, bulk stencil operations, and altered boundary discretizations in terms of memory consumption, computation, and communication. Further, we evaluate the effect of low and high order grid adaptivity on these results. To conclude, we demonstrate the utility of the combined high-order boundary treatment and multiresolution techniques by presenting results from large-scale PDE simulations with complex geometries and fine-scale solution features on or near the immersed interface.
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MS18

Integrated Simulations of Compressible Multiphase Flows Using Diffuse Interface Methods and Data-Driven Spray Models

The overarching goal of the PSAAPPIII INSIEME Center is the prediction of the reliability of laser-induced ignition of cryogenic propellants (liquid Oxygen and gaseous Methane) in a model rocket combustor in in-space conditions. This effort relies on simulations of this multi-physics problem involving multi-phase compressible fluid dynamics, thermodynamics, turbulent mixing, laser-induced ignition, and combustion at various levels of fidelity. Task-based programming in the HTR code (https://doi.org/10.1016/j.cpc.2020.107262), along with Legion as the software compiler and Exascale runtime environment, enables more seamless performance from next-generation heterogeneous supercomputers. In this talk, we will focus on the multiphase flow efforts within the Center, highlighting (1) the diffuse interface method used for capturing the evolution of the liquid jet and its primary atomization, (2) the data-driven model for atomization, which augments the interface-capturing method, and (3) the spray model which is of critical importance in predicting the spatiotemporal distribution of vapor mass fraction. By presenting simulation results and performance metrics, we will discuss the challenges involved in integrating these three components and our strategies for leveraging the unique physical conditions of the combustion chamber, the separation of scales involved in the two-phase jet, and the heterogeneous supercomputer architectures.
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MS18

Effective Gpu Utilization of a High-Order Embedded Boundary Method Through Brick Data Structures

We demonstrate an algorithm and data structures for embedded boundary schemes to effectively utilize GPU architectures. The high-order scheme is irregular, but well suited to take advantage of compute resources available on GPUs when data layouts are optimized. One of the significant challenges of high-order embedded boundary methods is the management of irregular data access patterns near boundaries; for this, we use a hash-based, brick data layout. This provides two significant advantages: irregularly shaped data is naturally supported with minimal excess memory, and data communication is efficient because no data packing is required. We show that this data structure is efficient on GPUs, even when being used for irregular domains. The approach supports complex embedded boundary schemes, which is demonstrated with implicit time integration for scalar diffusion. Comparisons of the algorithm run on both CPUs and GPUs are shown, and demonstrate portability. Performance analysis of the algorithm identifies both advantages of the design and directions for future improvement.
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MS18

Scalability & Adaptivity: Achieving Conflicting Goals in a Heterogeneous Computing Era

Partial differential equations (PDEs) are pervasive in engineering and science, and their numerical solutions are of paramount importance in understanding complex, natural, engineered, and societal systems. For large-scale PDE systems, adaptivity is essential to keep the memory footprint small, especially on modern architectures. At the same time scalability of our computational algorithms and codes is essential in order to be able to solve large problems. These two goals are however difficult to achieve on modern heterogeneous architectures. Adaptivity in particular leads to unstructured memory access leading to poor distributed-memory scalability. In this talk, I will present algorithms for large-scale adaptive refinement that achieve
high levels of spatial and temporal adaptivity without sacrificing scalability or efficiency. I will present a wide range of applications to demonstrate the efficacy of these methods, including thermal management of miniaturized integrated circuits, investigating the effect of platooning on transportation efficiency, analysis of COVID transmission in classrooms and simulations of jet atomization in the context of aerospace combustors.
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MS19
Analysis of Dynamic Networks with Candy

Updating properties of large dynamic networks present unique challenges. As the topology of the network changes, new algorithms are required to identify regions of change, to efficiently update the properties, as well as to maintain scalability. We are developing a software platform CANDY (Cyberinfrastructure for Accelerating Innovation in Network Dynamics) to analyze large dynamic graph efficiently. We will present the key algorithmic template of CANDY. Given a set of changed edges, which can be insertion or deletion, the template follows these two steps: The first step is graph sparsification, where each changed edge is processed in parallel to identify the affected vertices. The second step involves property update of affected vertices and maintaining correctness. The second step is an iterative process that uses parallel threads to operate on different affected vertices. We will demonstrate how this template can be applied to many different network properties including minimum weighted spanning tree, single source shortest paths, strongly connected components, page rank, and vertex coloring. We will discuss some of the future directions for updating dynamic networks, including the need for designing appropriate metrics and dynamic graph generators for accurate and standardized benchmarking.
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MS19
Engineering Practical Dynamic Graph Algorithms: the Parallel Batch-Dynamic Model

In this talk, I will discuss the parallel batch-dynamic model for shared-memory multicore architectures. I will present several algorithms and implementations in this model for problems like k-core decomposition and triangle counting. Finally, I will discuss the improvements these algorithms obtain over state-of-the-art in practice.
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MS19
Fused Breadth-First Probabilistic Traversals on Distributed GPU Systems

Probabilistic breadth-first traversals (BPTs) are used in many network science and graph machine learning applications. We are motivated by the application of BPTs in stochastic diffusion-based graph problems such as influence maximization. These applications heavily rely on BPTs to implement a Monte-Carlo sampling step for their approximations. Given the large sampling complexity, stochasticity of the diffusion process, and the inherent irregularity in real-world graph topologies, efficiently parallelizing these BPTs remains significantly challenging. We present a new algorithm to fuse massive number of concurrently executing BPTs with random starts on the input graph. Our algorithm is designed to fuse BPTs by combining separate traversals into a unified frontier on distributed multi-GPU systems. To show the general applicability of the fused BPT technique, we have incorporated it into two state-of-the-art influence maximization parallel implementations (gIM and Ripples). Our experiments on up to 4K nodes of the OLCF Frontier supercomputer (32,768 GPUs and 196K CPU cores) show strong scaling behavior, and that fused BPTs can improve the performance of these implementations up to 34x (for gIM) and 360x (for Ripples).
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Ananth Kalyanaraman
Graph analytics can claim a large share of the credit for tackling many grand challenges – such as understanding the spread of pandemics, designing large-scale integrated circuits, rendering faithful cardiac simulations, and forecasting medium-range weather patterns. Dynamic and temporal information is often the key to extracting precise intelligence from real-world graphs. It is, however, also extremely difficult to build a computing system that can learn on dynamic temporal graphs. Notably, all three components of graph learning (i.e., inference, training, and sampling) face dramatic challenges: (i) inference on a temporal dynamic graph can only tolerate a sub-millisecond latency, whereas existing inference mechanisms are slow because they have to perform three time-consuming sub-tasks sequentially. (ii) It is often desirable to retrain the model daily for dynamic graphs, whereas training GNNs on a billion-edge graph would require a week. Not to mention the real-world trillion-edge graphs. (iii) Monte Carlo sampling, the fundamental primitive to enable inference and training on real-world trillion-edge graphs, faces mounting challenges on dynamic temporal graphs. In this talk, we will discuss three published papers addressing these issues, which permit learning dynamic temporal graphs at scale.
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Co-Designing Amrex: Challenges and Successes
AMReX is a numerical software framework for developing massively parallel, block-structured adaptive mesh refinement applications that targets a variety of platforms, including exascale hardware, and was developed as part of the Exascale Computing Project’s Block-Structured Adaptive Mesh Refinement Co-Design Center. AMReX forms the basis for the spatial and temporal discretization strategies for a large number of scientific and engineering simulation codes - including codes that are part of six ECP application development projects - spanning fields such as accelerator design, astrophysics, combustion, cosmology, wind energy, and multiphase flows. In this talk, I will highlight some of the successes and challenges encountered in co-designing AMReX along with our application partners to take advantage of current and upcoming supercomputing architectures. I will particularly focus on lessons learned in refactoring and redesigning codes to take advantage of hybrid CPU/GPU systems, with the goal that other framework developers and application teams can learn from our experience.
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Decarbonizing the North American Power Grid will require increased penetration of renewable energy production, including wind and solar, which are tightly coupled to weather for local effects and climate for long-term effects. But weather and climate increase the uncertainty of producing power. As a result, safely and reliably delivering power in the grid of the future will depend on our ability to foresee many more possible scenarios than can be considered today. The current power grid is operated using optimization calculations that minimize the cost of generating power to meet an anticipated need, subject to safety and security constraints. This calculation is typically expected to complete within a 30 minute operational window in order to be actionable to power grid operators.

An Exascale Computing Project application called ExaGO casts this as a nonlinear optimization problem with equality and inequality constraints. The FRONTIER Exascale computing architecture at Oak Ridge National Laboratory provides an enormous amount of compute power, making it possible to perform ExaGO calculations on power grid models the size of the Western North American Interconnect, and for large numbers of contingencies (possible failure states) and weather scenarios. This presentation will describe algorithmic and implementation lessons learned for performing these calculations on the GPU-dominated environment in today’s Exascale systems.
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Interleaving Artificial Intelligence and Simulation at Scale with Colmena

The increasing capabilities of Artificial Intelligence (AI) have opened many new routes for accelerating computational workflows. We created a computational-steering tool, Colmena, as part of the ExaLearn project to build applications that make full use of AI methods and can deploy across thousands of compute nodes. Colmena lets scientists express sophisticated policies for how to use a variety of AI techniques (e.g., generative models, optimal experimental design) to steer simulation workflows. The policies are enacted by workflow engines from the Exascale Computing Project and accelerated by a high-performance data transfer fabric, ProxyStore. Our talk will describe the challenges addressed in running Colmena applications that employ unique patterns of combining AI with simulation at large scale for applications including molecular design, protein generation, and training surrogate models for quantum chemistry. We expect that the lessons learned will be relevant to future applications that use AI for Science.
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Distributed-Memory Randomized Algorithms for Sparse Tensor CP Decomposition

Randomized linear algebra methods can offer order-of-magnitude speedups over their non-randomized counterparts, but extending them to distributed-memory parallel machines poses unique challenges. We parallelize a randomized sampling algorithm for sparse Candecomp / PARAFAC decomposition, a popular technique to extract features from high-dimensional sparse data. Several prior works have analyzed computation and processor-to-processor communication costs in non-randomized CP decomposition, with highly-optimized software packages available. While randomized algorithms offer significant speedups, we demonstrate, both in theory and practice, that they suffer from higher relative communication costs and load imbalances in the distributed-memory setting. We adapt the data distribution and local sparse tensor storage format to mitigate these issues, allowing communication to scale with the number of random samples taken. Experiments on sparse tensors with billions of nonzero entries demonstrate significant speedups over state-of-the-art distributed-memory libraries for sparse CP decomposition.
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Accelerating Sparse Matrix Computations with Code Specialization

Sparse matrix methods are at the heart of many scientific computations and data analytics codes. Sparse matrix kernels often dominate the overall execution time of many simulations. Further, the indirection from indexing and looping over the nonzero elements of a sparse data structure often limits the optimization of such codes. In this talk, I will introduce code specialization strategies that transform computation patterns in sparse matrix methods for high-performance. Specifically, I will show how decoupling symbolic analysis from numerical manipulation will enable the automatic optimization of sparse codes.
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Distributed-Memory Algorithms For Graph Embedding and Visualization

Large scale data visualization and searching is a requirement in data science for many fields, such as bioinformatics, molecular science, etc. Existing data pipelines such as UMAP are shared memory implementations that could not handle billion-scale data nodes. The need for distributed data visualization pipeline implementation motivated us to work on that area. We have implemented a two-phase dis-
tributed memory pipeline for data visualization. Firstly, we created a K-nearest neighbor graph using sparse random projection trees. We used distributed multiple random projection trees to classify similar data nodes into buckets followed by a small-scale exact search within the same bucket of nodes and across trees. Secondly, we use this graph to embed data into low dimensional space using a novel distributed memory embedding algorithm using t-distribution and force models. The output of the embedding algorithm can be directly used to visualize the data.
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MS21
Communication Optimal Direct Solvers for Planar Sparse Matrices

Solving a system of linear equations $Ax = b$ where the matrix $A$ is a large planar sparse matrix, as commonly found in 2D PDEs, is essential in numerous scientific applications. Parallel solving of these matrices is a critical substep, but achieving communication optimality in their direct solution has been a long-standing challenge. In this talk, we will explore the hurdles faced with planar sparse matrices, where existing methods, optimal for other classes of sparse matrices, falter. We will introduce innovative algorithms that overcome these challenges, achieving optimal communication in sparse LU factorization. Also, we will look over the communication requirements for related procedures such as sparse triangular solving and iterative refinement. If time permits, we’ll compare direct and Krylov subspace-based iterative methods and discuss the optimal balance between communication, memory, and precision. By shedding light on these challenges and presenting potential solutions, this talk aims to offer new insights and open questions for optimal communication sparse matrix computation for researchers and practitioners in scientific computing.
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MS22
Speeding Up Bayesian Inverse Problems with Fused Simulations

Solving Bayesian inverse problems with Markov Chain Monte Carlo (MCMC) methods has the advantage that only forward models have to be evaluated, and no adjoint problems have to be solved. At the same time, a lot of these forward models have to be evaluated, which requires an efficient solution method. SeisSol offers so-called ‘fused simulations’, where several earthquake scenarios are simulated at once. By using memory and SIMD vectors more efficiently, this approach speeds up the computation time per simulation. The Generalized Metropolis Hastings algorithm (GMH) is a parallelized extension to well-established Metropolis Hastings sampling, which evaluates several samples at once and adds the best fitting subset to the Markov chain. Fused simulations and the GMH kernel accommodate each other perfectly. We will present the solution of a kinematic source inversion problem with the GMH kernel and fused simulations. Furthermore, we will show how the method can be extended to include dynamic earthquake sources.
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MS22
Advancing Earthquake Physics through HPC-Enabled Digital Twins

Geo-hazards and risks increase worldwide rapidly due to continuing urbanization, climate change, and high-risk critical distributed infrastructure. The longest modern instrumental records of earthquakes cover less than 100 years, while recurrence intervals of large earthquakes are hundreds of years or more. Increasingly dense observations and physics-based simulations empowered by supercomputing provide pathways for overcoming the lack of data and elucidating spatiotemporal patterns that extend our knowledge beyond sporadic case studies and average statistical laws - however, are typically challenging to integrate. Digital Twins are emerging in Solid Earth Science, allowing curiosity-driven science to test scientific hypotheses against observations over ranges of space-time scales not accessi-
ble for laboratory and field observations. I will present results of large-scale earthquake simulations that aim to clarify the physical processes governing large earthquakes, improve our forecasting ability, and enhance the general understanding of earthquakes and faults. A prime example are our HPC-empowered complex rupture dynamics and ground shaking simulations of the two large, multi-fault earthquakes of the 2023 Kahramanmaras, Turkey, earthquake doublet using early observations.
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MS22
Inference of Rheological Parameters in 1-Km-Resolution Earth Mantle Models

Estimating parameters in mantle flow and plate tectonics from surface observations results in an optimization problem. The forward problem for mantle flow is governed by highly nonlinear, heterogeneous, and incompressible Stokes equations. Solving these governing equations is already a major challenge at extreme computing scales. Adding an outer loop for parameter estimation adds substantially to the solver challenges. The computational methods for the forward problem rely heavily on adaptive meshes for local 1-km-resolution of the globe. The methods further include inexact Newton-Krylov with a combination of "BFBT" and multigrid preconditioning for saddle point linear systems. Scalable parameter estimation is enabled by derived adjoint Stokes equations within a Newton’s method. Uncertainties of parameters are revealed by local approximations at the MAP point by computing a Gauss-Newton Hessian. We show inference on cross-sectional models of the Pacific and the first global inference results for 1-km-resolving models.
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MS23
Pitsbicyl: Parallel in Time Stable Bi-Conjugate Gradient Algorithm

This work introduces a novel algorithm for the parallel-in-time (PinT) numerical simulation of time-dependent partial and ordinary differential equations. Departing from the established parareal in time algorithm, we present a robust alternative by algebraically formulating the PinT problem and leveraging an adapted Bi-Conjugate Gradient Stabilized method. Referred to as the Parallel in Time Stable Bi-Conjugate algorithm (PiTSBiCG), this method exhibits substantial potential for stabilizing parallel solutions across diverse problems. In this presentation, we elucidate the mathematical foundation of PiTSBiCG and substantiate its superiority over the conventional parareal approach through compelling numerical evidence.
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MS23
A New Relaxation Scheme for Parallel-in-Time Methods with Absolute Convergence

Multigrid-in-Time methods such as Multigrid Reduction in Time (MGRIT) utilize multiple time-grids of varying resolution, combining a parallel relaxation method on fine-grids with a cheap, sequential solve on the coarsest grid, in order to eliminate the many sequential time steps that are normally required to solve time-dependent systems. While classical MGRIT has demonstrated optimal scaling for parabolic problems and recent work [H. De Sterck, et al.] has shown promise for hyperbolic systems, chaotic systems remain difficult to solve. This is because these systems are linearly unstable, so errors grow exponentially fast in time such that MGRIT convergence is much slower at the end of the time domain than the beginning, eventually stalling over longer time horizons. While recent work by the presenters has partially alleviated this problem by modifying the coarse-grid equation, there is still a fundamental time limit. Here we present a novel relaxation scheme, called Least Squares Relaxation (LSR), which relaxes the residual even for linearly unstable problems, in contrast with the classical FCF-relaxation used by MGRIT. Using LSR, the initial condition is partially relaxed so that information can flow symmetrically forward and backward in time, in principle allowing MGRIT to converge for chaotic problems on arbitrarily long time domains. We explore the properties of LSR and demonstrate its efficacy on the classical Lorenz system, as well as discuss considerations for PDEs.
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MS23
Time-Parallel Multigrid Preconditioning for KKT
Systems Arising in Constrained Optimization

Optimal control problems governed by time-dependent partial differential equations (PDEs) lead to large-scale optimization problems. The cost of numerically solving these problems is proportional to the size of the discrete time domain. One approach to solve such problems is the use of algorithms based on the augmented systems. In the context of time-dependent problems, an augmented system is the KKT system for a convex linear-quadratic problem of type with a specific form of the objective function. However, in most numerical approaches the time discretization serializes the solution process and introduces a bottleneck. In the strong scaling limit, this bottleneck cannot be overcome by additional parallelization in space. To accelerate the solution of linear-quadratic optimal control problems governed by PDEs, we propose a time-domain decomposition approach that introduces time parallelism into the optimization algorithm. This is achieved by introducing auxiliary state variables for each time interval and impose time-continuity constraint. Additionally, auxiliary variables are incorporated into the objective function. We demonstrated the potential effectiveness of our scheme as a time-parallel preconditioner for linear systems arising in inexact SQP.
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MS23
Parallel Performance of Block Epsilon-circulant Preconditioner for Time-dependent PDEs

This work considers the parallel performance of block epsilon-circulant (BEC) preconditioner for an all-at-once linear system arising from time-dependent PDEs. This preconditioner is a block circulant preconditioner in time and introduces the weight parameter epsilon at the top-right blocks. The diagonalization property of the preconditioned system leads to rigorous convergence analysis even if the original system is non-diagonalizable, and the preconditioned solver achieves convergence independent of the problem size. This work discusses the parallel-in-time performance of the BEC preconditioned GMRES solver. One of the main components is a one-dimensional parallel FFT for vectors of time-step size. We use three types of FFTs implemented using the libraries FFTW and FFTE: the straightforward method, the six-step FFT, and the redistributed FFT. Numerical experiments show parallel results for diffusion and convection-diffusion problems compared to a time-sequential solver and a multigrid-based parallel-in-time solver.
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MS24
Portable Performance in General Purpose Exascale Calculations Challenges and Solutions?

The challenge of both porting and obtaining consistent performance from new heterogeneous exascale-and-beyond architectures is addressed by an analysis of the components of the architectures and the performance imbalances that they carry. This leads to consideration of coding upon software portability abstractions and hiding delays that damage scalability. The benefits of this approach are shown both through high performance GPU solutions using these approaches and through performance comparisons across different GPUs using a single code base. A look forward to future architectures is taken. This talk is based on work by about a dozen different collaborators in Utah, NIST and DOE.
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MS24
Distributed Parallel Productivity Computing with Kokkos

Device-initiated Communication with RMA is a promising approach to support distributed parallel programming with modern data abstractions such as std::mdspan. In this talk, we give an introduction to Kokkos and its distributed memory support through Kokkos Views and Kokkos Remote Spaces. We also show the required API to implement data mapping, block transfers, and synchronization and showcase the envisioned use case with relevant applications on modern GPUs.
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MS24
Clacc: Openacc Support for C/C++ in Clang and Llvm

Clacc has developed an open-source OpenACC compiler, runtime, and profiling support for C/C++ by extending Clang and LLVM under the Exascale Computing Project (ECP). A key Clacc design decision is to translate OpenACC to OpenMP in order to leverage the OpenMP offloading support that is actively being developed for Clang and LLVM. A benefit of this design is support for two compilation modes: traditional compilation mode translates OpenACC source to an executable, and source-to-source mode translates OpenACC source to OpenMP source. The purpose of this talk is to present the current status of the Clacc project, including recent support for OpenACC in C++, support for Kokkos’s OpenACC backend, and Clacc’s deployment on ORNL’s Frontier, where Clacc is currently the only OpenACC implementation for C/C++.
MS24
Omni Source-to-Source Compiler Infrastructure for Today’s and Future Programming Models

Omni Compiler is an infrastructure for source-to-source transformation to design source-to-source compilers. It enables directive-based extension for C and Fortran95. We have been working on XcalableMP and XcalableACC, a directive-based language extension of Fortran95 and C for high-performance distributed memory parallel systems with accelerators, using Omni compiler. Recently, we have been working on OpenMP targets and OpenACC for FP-GAs. In this talk, the overview of Omni Compiler and a perspective for future programming models by directive extensions using Omni compiler will be presented.
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MS25
Nvidia Accelerated Direct Sparse Solver

For many years, it was thought that direct sparse solver algorithms are not a fit for acceleration. To demonstrate the opportunity of acceleration we implemented a new Direct Sparse Solver Library for Nvidia GPU to based on the classical multifrontal approach. Our library supports typical DSS functionality as reordering/symmetric and non-symmetric factorization, transpose and non-transpose and many right-hand sides. Each feature has given about a 10x performance improvement on customer applications compared to native or unaccelerated solutions. We highlight global pivoting on a non-symmetric matrix, allowing us to solve systems that were not solved before. Performance comparison with major Direct Sparse Solver solutions for CPU and GPU presented.
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MS25
Solving under-Constrained Hyperelasticity Without the Null Space

When hyperelastic structures are under-constrained, the system matrix has a nontrivial null space. To solve these singular linear systems with preconditioned iterative methods, one needs to exactly specify the null space. However, there are cases, such as contact and slip/symmetry boundary conditions, where identifying the null space analytically is error-prone and cumbersome. We propose an algorithm which for which the user only needs to specify the rigid body modes (near-null space, which is already needed for algebraic multigrid) and the null space is computed automatically as the body gets deformed. We have implemented this method in PETSc, the Portable Extensible Toolkit for Scientific computing. In this talk, we explore the effectiveness of this technique with p-multigrid using Ratel, a new solid mechanics library based on libCEED and PETSc.
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MS25
Stopping Criteria for the Conjugate Gradient Algorithm in High-Order Finite Element Methods

The finite element discretization of partial differential equations results in solving large-scale linear systems using iterative methods. This introduces errors from both the discretization and the inexact linear solve. Achieving an optimal balance between these errors requires a stopping criterion for the iterative method that includes an appropriate error indicator for the finite element approximation. However, the commonly used criterion based on the relative residual norm with a preset tolerance disregards the discretization error, often oversolving the linear system and leading to wasteful iterations. In this talk, we present a stopping criterion for high-order finite element discretization. Our criterion effectively identifies the optimal stopping point, regardless of mesh size, polynomial degree, or mesh shape regularity. We discuss our GPU implementation of the criterion and illustrate its efficacy and performance within libParanumal, an experimental suite of finite element flow solvers for heterogeneous GPU/CPU systems.
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MS25
Distributed Sparse Solvers on AMD GPUs

Sparse direct solvers are needed widely in scientific computing, including e.g. discretized PDEs (CFD and FEA), bioinformatics, and machine learning. A computationally expensive step in the solution of a sparse set of linear equations is decomposition of the coefficient matrix into a product of simpler matrices; for a symmetric positive definite matrix, such a method is the Cholesky factorization. While GPUs are used widely to accelerate parallelizable problems such as matrix factorization, obtaining good GPU utilization with Cholesky factorization acting on a sparse matrix
has been a historically challenging problem, requiring algorithmic innovation to achieve performance. In this talk, we discuss optimizations to sparse Cholesky factorization as implemented in AMD’s rocSOLVER routines. Furthermore, we present benchmarking results on AMD hardware, and performance of the sparse Cholesky factorization in situ from the ECP Project ExaSGD, an exascale application that enables the near real-time response to induced stresses on the national energy grid.
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MS26
Accelerating I/O Services Using Smartnics (tentative)

SmartNICs are more than just additional compute and memory resources attached to a compute node. They can also be self-hosted solutions that can work in conjunction with existing host resources to help manage inter-node resources and coordination. As the SmartNIC is not typically powerful enough to mix into the application resources and use for compute cycles for the primary application. This talk will address the opportunities of regarding a SmartNIC as a ‘helper’ system inside the node that has inter-node coordination capabilities. Using this frame of reference for SmartNICs, we can develop several ‘killer app’ solutions for them and motivate their further integration into the data center of tomorrow.
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MS26
SmartNIC-Accelerated Molecular Dynamics and Algebraic Multigrid Algorithms

In the same way that GPUs led to new (or revived) algorithmic methods to exploit them, we believe the same will be necessary for smartNICs. This talk presents this position in the context of two proxy applications, one from molecular dynamics and the other from an algebraic multigrid solver for electromagnetic analysis problems.
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MS26
Offloading Data Management Services to Smartnics (tentative)

Data management and analysis is a critical part of large-scale science and engineering applications. These applications produce vast amounts of data that require complex analysis. Leveraging powerful, existing tools requires data pre-processing to match tool requirements. However, these data processing and transformation tasks consume resources that would otherwise be available to advance the application’s computation. Smart Network Interface Cards (SmartNICs) provide valuable computational resources to scientific applications. Although the these devices are typically much less powerful than the associated host, SmartNICs have the potential to efficiently support offloaded computation that may not require the full compute power of the host. In this presentation, we consider the potential of offloading data management and analysis tasks to SmartNICs. Specifically, we consider how to efficiently move application output data from host to device memory. We also discuss a case study based on offloading Apache Arrow task to NVIDIA BlueField DPUs.
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MS26
ODOS: Supporting DPU Offloading with OpenMP Directives

Data processing units (DPUs) as network co-processors are an emerging trend in our community, with plenty of opportunities yet to be explored. These have been generally used as domain-specific accelerators transparent to application developers; In the HPC field, DPUs have been used as MPI accelerators, but also to offload some tasks from the general-purpose processor. However, the latter required application developers to deploy MPI ranks in the DPUs, as if they were remote (weak) compute nodes, hence considerably hindering programmability. The wide adoption of OpenMP as the threading model in the HPC arena, along with that of GPU accelerators, is making OpenMP offloading to GPUs a wide trend for HPC applications. We will present ODOS, our brand-new OpenMP offloading support for network co-processor DPUs. We present our design in LLVM to support OpenMP standard offloading semantics and discuss the programming productivity advantages with respect to the existing MPI-based programming model. We also provide the corresponding performance analysis demonstrating competitive results in comparison with the MPI baseline.
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MS27
Parallel Sparse Matrix Kernels for Graph Machine Learning

Sparse matrix operations such as sparse-dense and sampled dense-dense matrix multiplications play crucial roles in algorithms for graph embedding, graph neural networks and graph visualization. We develop parallel sparse matrix algorithms to accelerate graph machine learning. Our kernels are autotuned based on hardware features and matrix sparsity with an aim to perform better for different datasets on heterogeneous computing platforms. We plugged our sparse kernels with PyTorch and demonstrated significant speedups over kernels offered by PyTorch Geometric.
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Computational Study of Matrix Decomposition Methods for a Compression of a Transformer Neural Network Architecture

The field of Natural Language Processing has made significant progress with the development of large language models based on Transformer architecture. Nevertheless, these models share a common challenge of expanding scale, presenting a formidable obstacle to model training. This scalability issue poses a bottleneck for scientific progress, impacting not only large-scale industries but also smaller research teams lacking comparable training resources. By optimising the training process, we use matrix (SVD) and tensor (TTM) decomposition techniques to represent some layers in the pre-trained Transformer models. To avoid drawbacks in the model performance, we align the compression objective and the task objective by injecting Fisher Information into the decomposition algorithms. We considered the time and memory required for forward-backwards signal propagation within the decomposed layer, as well as the quality obtained by the compressed model on downstream tasks. Measurements were carried out at various compression levels as well as different forms of the TTM decomposition.
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MS27
A Task-Based Approach for a Parallel Distributed Training of Large Neural Networks

Many classical problems are reduced to certain operations with systems of linear equations. Results with improved accuracy are usually achieved by straightforward increase of an amount of these linear equations, e.g., up to millions or even billions of rows and columns. Lots of HPC software rely on this fact. Unlikely, large neural networks are based on long chains of multiplications by relatively small matrices, e.g. 1600-by-6400 for the GPT2-XL model. This is one of the main reasons why performance of training stage barely surpasses 50-percent efficiency, meaning computing hardware is idle nearly half of the time. Splitting model weights into chunks to improve parallelism might even reduce efficiency, as small chunks of data inherit low arithmetic intensity. Therefore implementing task-based parallelism for training and inference of large neural networks requires overhaul of a task-based approach, especially task-scheduling algorithms. This talk presents an NNTile framework and shows its current results with GPT-based model of different sizes on hardware of a different scale.
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MS28
Performance Portability of Sparse Matrix Multiple Vector Multiplication on GPUs

With the recent Department of Energy (DOE) procurement, The National Energy Research Scientific Computing Center (NERSC) Perlmutter, Oak Ridge Leadership Computing Facility (OLCF) Frontier, and Argonne Leadership Computing Facility (ALCF) Aurora supercomputers are accelerated by GPU architectures from NVIDIA, AMD, and Intel, respectively. From that perspective, performance portability across GPU accelerator architectures from various vendors becomes a problem of interest to high-performance computing application developers. These machines are supported by both programming models that are vendor-specific, and portability models that are vendor-agnostic. Therefore, developing performance portable scientific codes for these machines is extremely important to utilize these compute resources efficiently. In this talk, we will demonstrate the challenges to achieve performance portability for large-scale sparse computations. We will particularly focus on sparse matrix vector multiplication (SpMV) and sparse matrix multi-vector multiplication (SpMM) kernels, which constitute a significant portion of sparse computations. We will discuss techniques that can be used to achieve performance portability for SpMV and SpMM kernels on NVIDIA, AMD and Intel based accelerators. To that end, we will explore low-level GPU programming languages such as CUDA and HIP, and high-level GPU portability models such as OpenACC and Kokkos.
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MS28
Tackling Communication Bottlenecks in Matrix-Free Eigensolvers for Many-Body Localization

Matrix-free eigensolver for studying the many-body localization (MBL) transition of two-level quantum spin chain models is computationally challenging because the vector space dimension grows exponentially with the physical system size, and averaging over different configurations of the random disorder is needed to obtain relevant statistical behavior. For each eigenvalue problem, eigenvalues from different regions of the spectrum and their corresponding eigenvectors need to be computed. Traditionally, the interior eigenstates for a single eigenvalue problem are computed via the shift-and-invert Lanczos algorithm. Due to the extremely high memory footprint of the LU factorization, this technique is not well suited for large number of spins. The matrix-free approach does not suffer from these memory bottlenecks. However, its scalability is limited due to communication imbalance and fine-grained irregular transfers. This work presents strategies to reduce this imbalance and optimize communication performance using the consistent space runtime (CSPACER), a runtime designed for application-oriented communication specialization. We will discuss the performance improvement of...
the CSPACER-based MBL implementation at scale and
compare it to optimized MPI non-blocking two-sided and
one-sided RMA implementation variants. The efficiency
and effectiveness of the proposed algorithm are demon-
strated by computing eigenstates on a massively parallel
many-core high-performance computer.
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MS28
Massively Parallel Relativistic Many-body Method

The fully correlated frequency-independent Dirac-
Coulomb-Breit Hamiltonian provides the most accurate
description of electron-electron interaction before going
to a genuine relativistic quantum electrodynamics theory
of many-electron systems. We developed a correlated
Dirac-Coulomb-Breit multiconfigurational self-consistent-
field method within the frameworks of massively parallel
distributed active space. In this approach, the Dirac-
Coulomb-Breit Hamiltonian is included variationally in
both the mean-field and correlated electron treatment.
Benchmark with more than a billion complex-valued
spinor determinants is used to demonstrate the parallel
efficiency and the computational power of the distributed
active space approach. We also analyze the importance of
the Breit operator in electron correlation and the rotation
between the positive- and negative-orbital space in the
no-virtual-pair approximation.
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MS28
Modeling Twisted Bi-Layer Graphene by High Per-
formance Computing and Machine Learning

The magic angle has been discovered in Twisted Bilayer
graphene (TBG) and electronic structures or quantum ma-
terial science in the low dimensional layer material has
captured the eyes of experts from a number of domains in-
cluding condensed matter physics, applied analysis, elec-
trical engineering and computational science. The domain
particular about twisted bilayer graphene is rapidly being
developed. However, there are still difficulties to be solved
in the domain, including how to achieve DFT level relax-
atation and first principle machine learning based modeling
for TBG system. We would like to address the model-
ing problem of twisted bilayer graphene from the perspec-
tive of high performance computing and scientific machine
learning. The recent progress along these two lines will be
presented.
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MS29
A Step Beyond Stream-Triggered Communications: AMReX Stream Object

Networking performance is becoming increasingly critical
to full-scale stencil and particle codes on modern supercom-
puters. Technologies such as stream-triggered and GPU-
triggered communications are exciting possibilities to im-
prove performance on accelerator-driven platforms. How-
ever, these technologies can be enhanced by exploring holis-
tic solutions that can be extended over the entire applica-
tion. This investigation introduces an intermediate stream
object to minimize the impact of communication synchro-
nization points and present task-based design of applica-
tions in a user-friendly package. Built in AMReX, the struc-
tured-mesh and particle framework developed at the
Lawrence Berkeley National Laboratory, the intermediate
stream object launches a unique thread that performs CPU
work of corresponding GPU work in an consistent, ordered
and optimized manner. This allows the host thread to
perform preparatory or meta-data work without synching,
while the stream independently completes the critical work
path, all in a coding strategy already familiar to GPU pro-
grammers: the stream. The design of the intermediate
stream object will be explained, including portability to
CUDA, HIP and SYCL implementations. Performance re-
sults, including overheads and implementations in commu-
nication algorithms, will be presented. Finally, broader
impact will be discussed with a focus towards next steps
and options for universal adoption.
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MS29
Performance Analysis of E3SM Leveraging Performance Profiling Tools

The physical processes governing the behaviour of the
Earth’s atmosphere are multi-scale and inter-related. High
resolution global models are required to resolve all rel-
levant scales with fidelity. Inevitably this becomes ex-
tremely expensive, so the performance of these models lim-
its their predictive power. The Simple Cloud-Resolving
E3SM Atmosphere Model (SCREAM) is a highly optimized GPU-capable code that achieves performance portability by leveraging Kokkos and Ekat. In this presentation I will discuss various metrics of the performance, measured using NVIDIA’s profiling tools, in depth. All analysis has been done on NERSC’s Perlmutter GPU nodes. Understanding the performance characteristics of the code highlights possible areas of improvement.
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MS29  
Targeted Performance Optimization for Nyx on Hpc Systems

A brief introduction will be given to the different architectures and types of parallel resource constraints relevant to this minisymposium. This talk will focus on performance optimization using the Nyx code as a case study. Nyx is built on top of AMReX, a software framework containing all the functionality to write massively parallel, block-structured adaptive mesh refinement (AMR) applications. The Nyx cosmology code is used to simulate the formation of large scale structure in Lyα simulations of the universe and represents the baryonic matter on the structured mesh and the dark matter as particles. In this talk, we will focus on different performance characteristics of Nyx when constrained by load imbalance and the GPU memory capacity, as well as the various approaches in Nyx to optimizing this across architectures and machines. Of particular interest will be the cumulative effect of interactions such as those between problem characteristics, domain decomposition choice, communication strategies, and compiler choice.
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MS29  
Modeling Astrophysical Reactive Flows with Castro at the Exascale

Stellar evolution is driven by nuclear reactions. During the normal lives of stars, these reactions can drive convection throughout (parts of) the star. At the end stages of stellar evolution, multiple burning processes can be taking place simultaneously on timescales comparable to (or shorter than) the hydrodynamic timescale. Likewise, stellar remnants can be revived via interactions with their companions, driving explosive burning. Modeling this burning is difficult, and care needs to be taken to ensure that the reactions and hydrodynamics are strongly coupled. The time and lengthscales over which the burning takes place also makes the simulations challenging – high resolution is needed to ensure that the burning is resolved, requiring large computational resources. We’ll discuss how we’ve developed the Castro simulation code to meet these challenges – by building new integration methods to couple reactions and hydrodynamics and leveraging the AMReX adaptive mesh refinement library to make our code performance portable to exascale architectures.
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MS30  
Improving Stability and Performance: Integration of Novel CholeskyQR2 into the ChASE Library

The ChASE library (https://github.com/ChASE-library/ChASE) is used to identify the extremal portion of dense Hermitian eigenvalue problems using the Chebyshev filter. It has been parallelised to support both homogeneous and heterogeneous architectures with distributed memory. In the latest code extension, the original Householder-based QR factorisation used to orthogonalise the filtered vectors has been replaced by the CholeskyQR2 algorithm. This algorithm, which is mainly implemented with level-3 BLAS operations, offers better adaptability to distributed memory systems than the Householder QR. However, CholeskyQR2 exhibits numerical instability for ill-conditioned matrices (with a condition number above $10^{8}$), so one falls back to traditional Householder QR for ill-conditioned matrices. This presentation will focus on ongoing efforts to improve the numerical stability of ChASE QR factorisation. The first part will focus on the parallelisation of the novel CholeskyQR2 algorithm extended with the Gram-Schmidt method for distributed memory and GPU-based systems. The second part focuses on the integration of this novel QR factorisation algorithm into ChASE. The new algorithm shows improved performance and robustness regardless of the matrix condition number. Moreover, due to its design that constructs orthogonalised vectors by panels, it allows for a simpler and more efficient implementation of the updated QR in ChASE, significantly reducing the required flops.
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**MS30**  
**Unite and Learn: An Iterative Approach for AI**

An innovative machine learning approach based on Unite and Conquer methods, used in linear algebra, will be presented. In addition to its effectiveness from the point of view of accuracy, the important characteristics of this intrinsically parallel and scalable technique make it well suited to multi-level and heterogeneous parallel and/or distributed architectures. Experimental results, demonstrating the interest of the approach for efficient data analysis in the case of clustering, anomaly detection and road traffic simulation will be presented.
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**MS30**  
**Recent Progress in Complex Moment-based Eigenvalue Solvers**

Complex moment-based eigensolvers have been well studied for solving interior eigenvalue problems because of their high parallel efficiency. Typical methods are the FEAST eigensolver and its variants and methods based on Sakurai-Sugiura’s approach. This talk will focus on methods based on Sakurai-Sugiura’s approach using higher-order complex moments. We introduce recent progress in complex moment-based eigensolvers including a new efficient method and extensions for other related problems.
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**MS31**  
**Distributed Data Analysis Through Data Collaboration Technique**

In this talk, we will present a data collaboration technique for analyzing data distributed across multiple institutions, especially when it contains sensitive information. Instead of sharing the original data, institutions only share intermediate representations, obtained through dimensionality reduction. Importantly, every institution applies its unique transformation function, which remains confidential. We will illustrate some properties of this approach. Some numerical examples show performance of the proposed method.
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**MS31**  
**Innovative Supercomputing in the Exascale Era by Integration of Simulation/Data/Learning**

We propose an innovative method of computational science for sustainable promotion of scientific discovery by supercomputers in the Exascale Era by integrating (Simulation/Data /Learning (S+D+L)), and develop a software platform h3-Open-BDEC for integration of (S+D+L) and evaluate the effects of the integration of on heterogeneous supercomputer systems. The h3-Open-BDEC is designed for extracting the maximum performance of the supercomputers with minimum energy consumption. Related activities are described in the talk with future perspectives.
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**MS31**  
**Challenges in Extreme Scale Sparse Linear Algebra Computing**

Exascale machines are now available, based on several different arithmetic (from 64-bit to 16-32 bit arithmetics) and using different architectures (with network-on-chip processors and/or with accelerators). Brain-scale applications, from machine learning and AI for example, manipulate huge graphs that lead to very sparse non-symmetric linear algebra problems. Moreover, many supercomputers have been designed primarily for computational science, mainly numerical simulations, not for machine learning and AI. New applications that are maturing after the convergence of big data and HPC to machine learning and AI would probably generate post-exascale computing that will redefine some programming paradigms. End-users and scientists have to face a lot of challenge associated to these evolutions and the increasing size of the data. I review some sparse linear algebra experiments for iterative methods and/or for machine learning. I present some results obtained for linear algebra problems, such as sequence of sparse matrix products and the PageRank method, with respect to the sparsity, and the size of the matrices, on the one hand, and to the number of process and nodes, and the network topologies, on the other hand. Then, I introduce an opensource generators of very large data, allowing to evaluate several methods using very large graph-sparse matrices as data sets for several application evaluations.
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Domain Specific Foundation Models - Computational Challenges

The potential role of highly optimized domain specific models is exemplified by prototypes and new software products in pathology and tissue-based biomarker development. The required analyses frequently leverage populations of labeled and segmented datasets and larger scale microanatomic structures taking into account spatial interrelationships. Domain specific foundation models are being created by us and other groups to support experimentation and development of methods that can be used to steer treatments by predicting response and outcome to alternate treatment regimens. We are developing efficient methods for creating new models using novel self-supervised training tasks designed to control attention sparsity patterns along with tasks that involve precise matching tasks that target images such as tissue and satellite imagery. We are also developing methods to efficiently customize existing models via combinations of text and visual prompts and generative AI approaches. Finally, we are developing methods that leverage these models to predict cancer outcome and molecular classification via multi-task training. In this talk, I will describe the methods developed by our group, address computational costs associated with model development, training, and evaluation.

Joel Saltz
Department of Biomedical Informatics
Stony Brook University, NY, USA
Stony Brook University, NY, USA
Prateek Prasanna, Tahsin Kurc, Dimitris Samaras
Stony Brook University
prateek.prasanna@stonybrook.edu,
tahsin.kurc@stonybrook.edu, samaras@cs.stonybrook.edu
Saarthak Kapse, Jingwei Zhang
Stony Brook
saarthak.kapse@stonybrook.edu,
jingwezhang@cs.stonybrook.edu
Srikar Yellapragada, Jakub Kaczmarzyk
Stony Brook University
srikary@cs.stonybrook.edu,
jakub.kaczmarzyk@stonybrookmedicine.edu

Addressing Extreme-scale Computing and Big Data Demands through Software Ecosystems

Computing systems continue to supply increased performance by leveraging concurrency. GPU, vectorizing CPU, and data flow architecture designs can provide improved performance by executing many operations using large volumes data. New algorithms and software implementations must be utilized to realize performance improvements but these changes are difficult to develop, support, and make portable across the full spectrum of target systems. Software ecosystems—collections of compatible libraries and tools—can address many of the challenges of advanced computing system complexity by providing ready-made, portable functionality that provides optimized implementations of important capabilities that an application code can build upon rather than implement within the application. In this presentation, we discuss ongoing efforts within the US Department of Energy to develop, deliver, and deploy scientific software ecosystems for portable, high-performance execution on a variety of leadership computing systems. These efforts extend to libraries and tools for data science and machine learning with only incremental cost.

Michael A. Heroux
Sandia National Laboratories
St. John’s University
maherou@sandia.gov
James Willenbring
Sandia National Laboratories
junwille@sandia.gov

Reorthogonalized Block Classical Gram-Schmidt Using Two Cholesky-Based TSQR Algorithms

The talk considers the block Gram-Schmidt with reorthogonalization (BCGS2) algorithm discussed in [J. Barlow and A. Smoktunowicz, “Reorthogonalized block classical Gram–Schmidt,” Numerische Mathematik, 123 (2013), pp.395-423] for producing the QR factorization of a matrix X that is partitioned into blocks. A building block operation for BCGS2 is two “tall-skinny QR” factorizations (TSQR) which were assumed to be backward stable orthogonalizations such as Householder or Givens QR. However, that assumption of backward stability excludes some possible TSQR algorithms, in particular, the first of these two factorizations could be done using a mixed precision Cholesky TSQR algorithm from [I. Yamazaki, S. Tomov, and J. Dongarra, “Mixed-precision Cholesky QR factorization and its case studies on multicore CPU with multiple GPUs”, SIAM J. Sci. Computing, 37 (2015), pp.C307-C330]. The second TSQR could be done with a working precision Cholesky-based QR decomposition. It is shown that these significantly weaker stability conditions such as those satisfied by these two TSQR algorithms are sufficient for BCGS2 to produce a conditionally backward stable factorization.
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QRCP of a Tall-skinny Matrix by a Cholesky QR Type Algorithm

QR factorization with column pivoting (QRCP) is a fundamental matrix factorization and has important applications including low-rank approximation and rank determination. Recently, it has been reported that the QR factorization (without pivoting) of a tall and skinny matrix is efficiently
computed by Cholesky QR type algorithms. Motivated by this, we aim to develop a Cholesky QR type algorithm that computes the QRCP of a tall-skinny matrix. In the algorithm development, the main difficulty lies in the accurate selection of columns (pivots) under the effect of rounding error, and our solution is to determine reliable pivots in an iterative manner. Our algorithm has the same structure as existing Cholesky type algorithms, which is suitable for recent computer architectures; almost all computations can be done in Level-3 BLAS routines such as GEMM, and the number of required collective communication in distributed parallel computing is $O(1)$, i.e., it can be regarded as communication avoiding. In numerical experiments, our algorithm provides QRCP as accurate as those obtained by conventional algorithms. Furthermore, our algorithm is faster than conventional algorithms in both single node and distributed parallel environments.
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MS32
Two-step Block Gram-Schmidt in s-step GMRES

Compared to the standard GMRES, its s-step variant provides the potential to reduce the communication cost of orthogonalizing a set of $s$ Krylov vectors. However, these Krylov vectors generated by the matrix-powers kernel become increasingly ill-conditioned as a larger value of $s$ is used. As a result, to maintain stability in practice, a conservatively small step size is used, which can limit the performance gain that s-step GMRES can provide. In this talk, we explore a “two-step” Gram-Schmidt, where the set of $s$ Krylov vectors are first “pre-processed” to maintain stability, while their orthogonalization is delayed until enough vectors are generated to obtain better performance. To maintain the conditioning of the Krylov vectors, we look at Block Classical Gram-Schmidt (without reorthogonalization) and random-sketching techniques.
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MS33
Streamlining Massively-Parallel Work-Flows with the Fierro Mechanics Code

We present recent research for efficient end-to-end work flows with the open-source massively parallel FIERRO mechanics code. FIERRO is a C++ code to aid: (a) modeling efforts, (b) developing novel numerical methods, (c) investigating performance portability, and (d) testing of user-defined models related to quasi-static and dynamic problems involving fluids, solids, and gasses. FIERRO is portable across diverse types of high performance computing (HPC) machines. Fine-grain parallelism is used for on-node parallelism with multi-core CPUs and GPUs, while the message passing interface (MPI) is used for distributed, massive parallelism. FIERRO contains explicit Lagrangian finite element methods to simulate quasi-static problems, such as calculating the stress in a metal beam, the steady-state heat transfer, or the thermal-mechanical response of a part. Novel density-based multi-physics topology optimization approaches are offered in the code. For material dynamics applications – including simulating fluid, gas, and solid dynamics – FIERRO contains a diverse suite of Lagrangian methods including arbitrary-order continuous and discontinuous finite element methods. Given the extensive capabilities of the FIERRO code, and a growing user-base, it is imperative to develop simple, straightforward user interfaces. This talk discusses the research on workflow tools to efficiently use FIERRO and analyze large-scale simulation results.
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MS33
Simulation Workflow Capabilities of the Moose Framework

One of the most overlooked parts of developing successful scientific software is the day-to-day workflow of users and developers. The MOOSE (Multiphysics Object Oriented Simulation Environment) project has always sought to balance adding capabilities and enabling use of the software. Over 15 years of development have gone into creating streamlined workflows for both application developers and end-users. For developers, a bespoke build-system simplifies the compilation of complicated multiphysics systems. Custom testing and continuous integration systems run over 50 million tests per week. A Conda-based binary distribution system enables developers to instantly create a working development environment and keep it up to date as hundreds of changes are made to the ecosystem each week. Users of MOOSE-based codes benefit from multiple work-
flow enhancing capabilities. All MOOSE-based codes use a similar input syntax and automatically generate documentation. Built-in mesh generation, postprocessing, and statistical analysis greatly speed up AI/ML and uncertainty quantification. Multiple graphical user interfaces provide a streamlined user experience. This talk will detail these capabilities and their impact on the growth and development of the overall ecosystem.
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MS33
Instrumenting Simulations with Computational Model Builder

Large-scale simulations are seldom the result of a single person working alone, but rather a team of experts in different areas. As these simulations are prepared, people with different skills need a collaborative tool to shepherd the simulation through the setup, simulation, and post-processing workflow. Computational Model Builder (CMB) is such an end-to-end workflow application built on the Simulation Modeling Tool Kit (SMTK) framework. In this presentation, we discuss the scheme it adopts for describing simulation input parameters which are then exported to input decks for runs on large parallel machines. By providing a language for describing the simulation, SMTK can validate parameters that might otherwise lead to wasted time. Similarly, our tool lets users graphically associate materials and boundary conditions to the simulation’s geometric domain(s) to prevent costly errors. CMB’s user interface is built on ParaView, so simulations can also be inspected remotely while they are running – from the same application used to prepare their input. In addition to describing the capabilities of CMB, we illustrate its use on applications such as linear accelerator design, anatomical modeling, hydrological modeling, nuclear reactor design, and wave-energy capture.
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MS33
Simput and Trame for Web-Based Simulation

Workflows

Large parallel simulations can be difficult to prepare; improperly configuring a simulation can be costly and scalable simulations often have complex input grammars that make failure easy. Often, a particular application will use only a small fraction of a simulation’s input parameters. Trame enables rapid development of user interfaces (UIs) to address these situations with minimal effort. Trame relies on scalable, high-level components quickly assembled into a UI, handling complex interactions – such as between UI elements, charts, 3D visualizations, and more – seamlessly with minimal friction by leveraging best-of-class Python libraries like matplotlib, plotly, VTK, and ParaView. The framework organically provides a ubiquitous deployment approach that enables desktop, client/server, cloud, HPC, and Jupyter scenarios from a single code base. For simulation workflows that require numerous parameters with complex interdependencies and constraints, Trame integrates Simput, which handles form generation and data persistence from lightweight model definitions. Leveraging Trame and Simput, one can focus on the data rather than the presentation layer. We demonstrate this approach by describing the development of the ArrowFlow micro-workflow product based on Trame, Simput, and M-Star’s simulation; by targeting a specific simulation area (chemical reactors for pharmaceuticals), the UI was simple and inexpensive to develop but easy to customize as needed.
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MS34
Nonlinear Multifidelity Optimization for Inverse Electrophysiology

We present and discuss a multi-fidelity classifier for the evaluation of the atrial fibrillation inducibility in patient specific models. Our classifier classifier is based on a multifidelity approach, which combine precise and accurate high fidelity models with fast low fidelity models, thereby efficiently reducing the computational cost of the personalized classification process. Here, we combine a large-scale high fidelity monodomain model and a low fidelity model based on a coarser discretization. Moreover, we present a low fidelity eikonal model to further improve the computational efficiency in simulations of atrial fibrillation. For this purpose, the standard eikonal algorithm has to be adapted to account for the re-excitability of the tissue. Numerical experiments show that the multi-fidelity classifier is more efficient than the single-fidelity classifiers and that the eikonal low fidelity model provides promising results in the fast approximation of the monodomain high fidelity
the refractoriness of cardiac tissue as a function of the strength and duration of an electrical stimulus. In the context of cardiac electrophysiology, SI curves are used to quantify the refractoriness of cardiac tissue as a function of the strength and duration of an electrical stimulus. The reconstruction of electrical excitation patterns through the unobserved depth of the tissue is essential to realizing the potential of computational models in cardiac medicine. We have utilized experimental optical-mapping recordings of cardiac electrical excitation on the epicardial and endocardial surfaces of a canine ventricle as observations directing a local ensemble transform Kalman Filter (LETKF) data assimilation scheme. We demonstrate that the inclusion of explicit information about the stimulation protocol can marginally improve the confidence of the ensemble reconstruction and the reliability of the assimilation over time. Approximation error is addressed at both the observation and modeling stages, through the uncertainty of observations and the specification of the model used in the assimilation ensemble. We find that incorporating additional information from the observations into the dynamical model itself (in the case of stimulus and stochastic currents) has a marginal improvement on the reconstruction accuracy over a fully autonomous model, while complicating the model itself and thus introducing potential for new types of model error. That the inclusion of explicit modeling information has negligible to negative effects on the reconstruction implies the need for new avenues for optimization of data assimilation schemes applied to cardiac electrical excitation.
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Automated Computation of Strength-Interval Curves Using Actors

Strength-interval (SI) curves are used to quantify the relationship between the response of excitable tissue as a function of the strength and duration of an electrical stimulus. In the context of cardiac electrophysiology, SI curves characterize the refractoriness of cardiac tissue as a function of inter-stimulus interval length. Although usually collected experimentally, this type of information can now also be obtained computationally. However, the computational generation of SI curves can be labor intensive and time consuming due to its iterative nature, the number and size of computations required, and the amount of researcher intervention involved. In this presentation, we demonstrate how the actor model of concurrent programming can be used to automate the process of SI curve generation, relieving much of the burden on the researcher while maximizing use of the available computational resources. Computational resource utilization is optimized by the dynamic monitoring and assessment of the overall benefit of each actor’s momentary resource usage. The automatically generated SI curves are produced in significantly less time than manually generated ones with the number of same data points. Additionally, the actor-determined threshold stimuli were more precise compared to those that were manually generated. A newly proposed concurrent actor-based look-ahead bisection method for event location is also described.
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Enabling Cell-Based Simulations of Cardiac Electrophysiology with High-Performance Computing.

Cell-based simulations represent a new modeling approach to studying cardiac electrophysiology. In this approach, the individual cardiac cells and their sub-cellular details are resolved, distinguishing between the intra-cellular and extra-cellular spaces, while also detailing the membrane space in between. A new challenge arises with the resulting extreme amounts of computation. We will use several techniques of high-performance computing in this context, with the purpose of enabling efficient cell-based simulations on supercomputers. Specifically, we will investigate a new problem of "3-space" mesh partitioning that has the overall objective of minimizing the resulting communication overhead, while ensuring a satisfactory level of load balancing between the processors when numerically solving all the three subproblems. The opportunities of overlapping computation with communication will also be investigated. Numerical experiments will be presented to analyze the impact of different schemes for solving the new mesh-partitioning problem, as well as the effect of communication-computation overlap.
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Eigensolvers for Configuration Interaction Calculations of Atomic Nuclei on Exascale Systems

Ab initio calculations of the structure of atomic nuclei using the Configuration Interaction (CI) approach require computing the lowest eigenvalues and eigenvectors of a very large but extremely sparse symmetric matrix. The size of these matrices can be in the (tens of) billions, which require efficient algorithms and implementations on exascale systems. The Lanczos algorithm with orthonormalization is generally the most robust method, but by employing a suitable set of initial starting vectors for the Locally Optimal Block Preconditioned Conjugate Gradient (LOBPCG) solver or for the Residual Minimization Method accelerated by Direct Inversion of Iterative Subspace (RMM-DIIS) one can significantly reduce the number of iterations necessary for a converged set of eigenvectors. Furthermore, an advantage of the RMM-DIIS algorithm is that one can selectively refine specific eigenvectors of interest. These methods have been implemented in Many-Fermion Dynamical Nuclear (MFDi), which is a hybrid parallel MPI + OpenMP Fortran code for ab-initio nuclear structure calculations, with OpenACC or OpenMP for target offloading. For large-scale calculations, data movement and in particular inter-node communication becomes a bottleneck; we therefore also have a matrix-free implementation of the matrix-vector multiplication. This matrix-free implementation is most beneficial for block algorithms, and in principle allows for calculations that are too large to fit in memory.

Pieter Maris
Iowa State University
pmaris@iastate.edu

Dynamical Downfolding and Formulation of Effective Hamiltonians

Quantum many-body calculations, especially those addressing the time evolution of electrons in realistic systems, necessitate an effective representation that reduces computational resources. In practice, the original problem, which is intractable, is divided into an explicitly treated subspace and an approximately described environment. The two are typically separated based on the energy of individual excited states and their nature (e.g., originating in localized states), and only the subspace solution is sought. This reduced representation corresponds to nonlinear eigenvalue problems with space-time non-local operators (capturing the renormalization of one- and two-body interactions). I will discuss the techniques for studying such excited states and outline the challenges associated with these approaches. Further, I will comment on the possible limitations and the role of connection between the states (eigenvectors) obtained for the subsystem and the original many-body problem.
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Massively Parallel Selected Configuration Interaction for First-Principles Quantum Chemistry Applications

The many-body simulation of quantum systems is an active field of research that involves several different methods targeting various computing platforms. Many methods commonly employed, particularly coupled cluster methods, have been adapted to leverage the latest advances in modern high-performance computing. Selected configuration interaction (sCI) methods have seen extensive usage and development in recent years. However, the development of sCI methods targeting massively parallel resources has been explored only in a few research works. Here, we present a parallel, distributed memory implementation of the adaptive sampling configuration interaction approach (ASCII) for sCI. In particular, we will address the key concerns pertaining to the parallelization of the determinant search and selection, Hamiltonian formation, and the variational eigenvalue calculation for the ASCII method.

David B. Williams-Young
Lawrence Berkeley National Laboratory
dbw@lbl.gov

Norman Tubman
NASA Ames
norm.m.tubman@gmail.com

Bert de Jong
Lawrence Berkeley National Lab
wadejong@lbl.gov

Code Generation for Matrix-Free Finite Element Methods on Hybrid Tetrahedral Grids

This talk presents a code generation approach to flexibly generate optimized kernels for matrix-free finite element methods on block-structured tetrahedral grids. Our approach enables automated optimizations that heavily exploit the underlying grid structure and are agnostic to the targeted bilinear form. We give an overview of the pipeline and analyze various optimization techniques through the application of resource-based performance models. Finally, we demonstrate the extreme scalability of the generated matrix-free methods via applications to linear systems with trillions (10^{12}) of unknowns.
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MS36
Implementing a GPU- Resident BDDC Preconditioner for Cardiac Simulations with Sub-Cellular Resolution

While current simulations of the electrophysiology of the human heart mostly consider hundreds of cells per model element in the monodomain and bidomain model, these models are not powerful enough to take into account the heart’s individual cells. This is necessary in order to understand effects structural muscle damage that is caused by aging or heart disease has on the heartbeat. In the European MICROCARD project we work on such simulations with the Extracellular, Membrane and Intracellular (EMI) model. The model’s high resolution and the resulting linear systems pose a computational challenge that requires tailored preconditioners and solvers capable of effectively leveraging modern exascale hardware. In this talk, we present our efforts on implementing a GPU resident BDDC preconditioner in the open source library Ginkgo that we aim to leverage in these simulations.
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MS36
 Scalable Algebraic Multigrid Methods for High-fidelity Flow Problems

The Algebraic Multigrid (AMG) method has over the years developed into an efficient tool for solving unstructured linear systems. Solving large unstructured problems has been a key motivation for devising a scalable and efficient AMG method. Despite some success, the key part of the AMG algorithm; the coarsening step, is far from trivial to parallelize efficiently. We here introduce a novel parallelization of the inherently sequential Ruge-Stben coarsening algorithm that retains most of the original method’s good interpolation and convergence properties. Our parallelization is based on the Partitioned Global Address Space (PGAS) abstraction, which significantly simplifies the parallelization compared to traditional message passing based implementations. The new coarsening algorithm has been integrated into the high-fidelity flow solver Neko, using a hybrid p-MG/AMG method for efficiently solving the pressure equation in direct numerical simulation of turbulent flow.
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MS37
Systematic Application-Derived Communication System Performance Analysis and Benchmarking

Proxy applications, mini-applications, and micro-benchmarks have become the de-facto standard for systematically studying the performance of high-end computing systems. Unfortunately, few of these codes have algorithms or input decks that are representative of the complexity of communication present in real codes. While a wide range of mini-applications and proxy applications seek to reproduce certain application characteristics, input problems are often simplified in ways that trivialize the resulting communication patterns. The situation is even more dire for understanding the communication behavior of coupled or multi-scale codes; we are not aware of any benchmark that attempts to reproduce any aspect of the communication behavior of such codes. In this talk, I describe the approach we are taking to address this issue. First, we are developing measurement, characterization, and benchmarking techniques that can extract and replay non-trivial communication patterns from production HPC applications on production workloads without the complexity of tracing; this allows us to easily study the impact of communication system changes on these workloads. Second, we are identifying key communication patterns and application spaces not covered by current benchmarks and developing new mini-applications to drive research in this direction. To illustrate our advances in this space, I will present the results of communication patterns and statistics extracted from the LANL xRage production code, and describe the design and implementation of Beatnik, a high-performance parallel interface mini-application that captures key elements of codes with complex particle/mesh data couplings and redistribution and is a first step toward developing true coupled-code mini-applications.
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MS37
Partitioned Communication and the Future of Application Design

Scientific applications continue to be run on increasingly complex systems. Between an increased level of CPU complexity and the use of accelerators such as GPUs; multi-threaded and accelerator-driven communication is becoming increasingly necessary for both performance and usability. However, the current MPI Send Recv model is not optimized for these use cases. In this talk, I will present some the exploratory work Sandia has done on benchmarking future application paradigms. This work, MiniMOD and CMB, ranges from design and implementation to novel performance evaluation and optimization. MiniMOD is a modular communication framework, designed for benchmarking purposes. It allows for direct comparisons to be made between different fine-grained communication implementations. The CMB (Configurable Micro Benchmark)
is a benchmark designed to allow for the exploration of different application profiles including message size, computational time, and thread completion distribution. The combination of these two allow us to explore not only what future application might look like, but also how they will perform. In this talk I will present how these and other advances allow us to explore the future of application design.
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MS37
Developing "Useful" Proxy Applications - Problems, Solutions, and Problems

Modern scientific applications are complicated and require coordination of several components. Proxy application driven software-hardware co-design plays a vital role in driving innovation among the developments of applications, software infrastructure and hardware architecture. Proxy applications are self-contained and simplified codes that are intended to model the performance-critical computations within applications. While there is disagreement in the HPC community on the mechanisms of construction of the proxy applications, there is a strong consensus on their positive impact in co-design. The need for achieving sustainable strong scalability on future extreme-scale heterogeneous systems drives the considerations for designing appropriate proxy applications and abstractions. We need a multi-pronged strategy to 1) develop/utilize high-level distributed-memory programming abstractions for rapid prototyping of application scenarios, 2) devise efficient heuristics and methods to optimize data movement for application scenarios (especially sparse and irregular applications that are memory-access driven), and 3) quantitative evaluation to assess systems performance. In this talk, we will discuss these aspects of proxy applications driven co-design.
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MS37
Livermore's Perspective on Functional Reproducibility, Automation, and Community Collaboration in HPC Benchmarking

We use benchmarking to communicate our computational workloads, and verify performance of the delivered HPC systems. Yet every step in HPC benchmarking is manual: even if a port of the benchmark to a given hardware exists, building and running is different on every system. The high barrier to entry is hampering reproducibility of the benchmarks and interaction between HPC centers, vendors, and researchers. We propose collaborative continuous benchmarking to enable functional reproducibility, automation, and community collaboration in HPC benchmarking. This talk will describe our initial implementation of Benchpark, and open the discussion on how collaborative benchmarking will help overcome the human bottleneck in HPC benchmarking, enabling better evaluation of our systems and a more productive collaboration within the HPC community.
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MS38
Multifrontal Solver with Low-Rank Compression on CPUs and GPUs

This talk presents an approximate sparse multifrontal solver, used as a preconditioner for GMRES. We leverage hierarchical and non-hierarchical matrices, using low-rank compression methods, to reduce the asymptotic complexity of computation and memory usage. The multifrontal solver can combine multiple rank structured formats, such as block low rank and hierarchically off-diagonal butterfly. In particular, we apply the hierarchically off-diagonal butterfly compression to large sized fronts of the multifrontal method and apply the block low rank compression to medium sized fronts. This combination reduces both the asymptotic complexity as well as the runtime for medium scale problem sizes. We illustrate the performance of this new preconditioner on CPUs as well as modern GPU architectures. We consider a range of industrial and academic applications: high frequency Helmholtz and Maxwell, incompressible Navier-Stokes, etc.
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MS38
Fast Direct Solution of EM Scattering Problems with Hierarchical Matrices

In this work, H-Matrix acceleration of the Locally Corrected Nyström (LCN) solution is represented. Generally, H-Matrix is used to approximate a dense matrix using a data-sparse representation. To do this, the matrix should be partitioned into blocks and for those blocks satisfying the admissibility criteria, low-rank decomposition is implemented. In this new computational framework, H-LU decomposition and H-back-substitution are employed to accelerate direct solution of the pertinent. Also, Adaptive Cross Approximation (ACA) and error-controlled H-matrix arithmetic provides error-controlled fast direct solution to the matrix equations by compressing the H-matrix blocks. Using the proposed approach, it is demonstrated that smooth objects of electrically moderate size (up to approximately 100 wavelengths) can be solved with O(NlogN) CPU time and memory consumption. The key factor of H-
Matrix is in subdividing of the matrix using the recursive blocks. It means, the area needs to be partitioned into similar sub-areas and it is based on geometry of the set of row and column indices of the matrix. This is a vital step in physical distances and interaction between degrees of freedom. The conference will present numerical results demonstrating $O(h^p)$ error behavior as well as CPU and memory complexity scaling for the H-Matrix acceleration of the LCN method.
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MS38  
A Mixed Sparse-Dense BLR Solver for Electromagnetics

Element-by-element preconditioners were an active area of research in the 80s and 90s, and they found some success for problems arising from Finite Element discretizations, in particular in structural mechanics and fluid dynamics (e.g., the "EBE" preconditioner of Hughes, Levit, and Winget). Here we consider problems arising from Boundary Element Methods, in particular the discretization of Maxwell’s equations in electromagnetism. We focus on an iterative solver using a matrix splitting $A = M + N$, where $M$ is used as a preconditioner. Each iteration requires a solve with $M$ and a matrix-vector multiply with $N$. $M$ is built from the elemental matrices associated with pairs of adjacent elements. The degree of adjacency (e.g., sharing a vertex, sharing an edge, etc.) gives different preconditioners. $M$ is sparse and can be factored with a direct method, possibly accelerated with low-rank techniques. $N$ holds the remainder of the elemental matrices; it is dense and can be compressed to accelerate the matrix-vector products. We use the Block Low-Rank approach (BLR). In the BLR approach, a given dense matrix (or submatrix, in the sparse case) is partitioned into blocks following a simple, flat tiling; off-diagonal blocks are compressed into low-rank form using a rank-revealing factorization, which reduces storage and the cost of operating with the matrix. We demonstrate results for large industrial problems coming from the LS-DYNA multiphysics software.
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MS39  
A Quantum-walk Inspired Ansatz for Variational Quantum Algorithm

Continuous-time quantum walks (CTQWs) on dynamic graphs are a universal model of computation that have striking parallels to the quantum approximate optimization algorithm (QAOA), a variational quantum algorithm typically used to solve combinatorial optimization problems. In this talk, we first introduce a dictionary that efficiently converts CTQWs on dynamic graphs to quantum circuit elements. We then use this dictionary to show how quantum walks on dynamic graphs can be used to develop a QAOA ansatz for optimization problems. Finally, we show how this ansatz can be used to prepare particular quantum states.
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MS39
Constructing Optimal Contraction Trees for Tensor Network Quantum Circuit Simulation

One of the key problems in tensor network based quantum circuit simulation is the construction of a contraction tree which minimizes the cost of the simulation, where the cost can be expressed in the number of operations as a proxy for the simulation running time. This same problem arises in a variety of application areas, such as combinatorial scientific computing, marginalization in probabilistic graphical models, and solving constraint satisfaction problems. In this paper, we reduce the computationally hard portion of this problem to one of graph linear ordering, and demonstrate how existing approaches in this area can be utilized to achieve results up to several orders of magnitude better than existing state of the art methods for the same running time. To do so, we introduce a novel polynomial time algorithm for constructing an optimal contraction tree from a given order. Furthermore, we introduce a fast and high quality linear ordering solver, and demonstrate its applicability as a heuristic for providing orderings for contraction trees. Finally, we compare our solver with competing methods for constructing contraction trees in quantum circuit simulation on a collection of randomly generated Quantum Approximate Optimization Algorithm Max Cut circuits and show that our method achieves superior results on a majority of tested quantum circuits.
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MS39
Novel Inexact Feasible Quantum Interior Point Methods for Linear Optimization

The use of quantum computing to accelerate complex optimization problems is a fast growing research field. This paper applies Quantum Linear System Algorithms (QLSAs) to Newton systems within Interior Point Methods (IPMs) to take advantage of quantum speedup in solving Linear Optimization (LO) problems. Due to their inexact nature, QLSAs can be applied only to inexact variants of IPMs. Existing IPMs with inexact Newton directions are infeasible methods due to the inexact nature of their computations. We propose an Inexact-Feasible IPM (IF-IPM) for LO problems, using a novel linear system to generate inexact but feasible steps. We show that this method has \((\sqrt{n}/n)\) iteration complexity, analogous to the best exact IPMs, where \(n\) is the number of variables and \(L\) is the binary length of the input data. Moreover, we examine how QLSAs can efficiently solve the proposed system in an iterative refinement (IR) scheme to find the exact solution without excessive calls to QLSAs. We show that the proposed IR-IF-IPM can also be helpful to mitigate the impact of the condition number when a classical iterative method, such as a Conjugate Gradient method or a quantum solver is used at iterations of IPMs. After applying the proposed IF-IPM to the self-dual embedding formulation, we investigate the proposed IF-IPM’s efficiency using the QISKIT simulator of QLSA.
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MS39
Hybrid Quantum-Classical Multilevel Algorithm for the Max-Cut Problem

Combinatorial optimization is one of the fields where near term quantum devices are being utilized with hybrid quantum-classical algorithms to demonstrate potentially practical applications of quantum computing. One of the most well studied problems in combinatorial optimization is the Max-Cut problem. The problem is also highly relevant to quantum and other types of post Moore architectures due to its similarity with the Ising model and other reasons. We introduce a scalable hybrid multilevel approach to solve large instances of Max-Cut using both classical only solvers and quantum approximate optimization algorithm (QAOA). We compare the results of our solver to existing state of the art large-scale Max-Cut solvers. We demonstrate excellent performance of both classical and hybrid quantum-classical approaches and show that using QAOA within our framework is comparable to classical approaches.
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Design Patterns and Performance Analysis of Polymorphism in Multiphysics FE Assembly on GPU

The computation of elemental system matrices and right-hand-side vectors and their assembly into sparse linear algebra data structures is a key component of FE codes. This computation naturally exposes parallelism (loops over regions of PDEs with different coefficients or of different type, loops over elements, loops over integration points, etc). This parallelism can be exploited by implementing the computation in terms of functors that are executed in *Kokkos* parallel regions. In this talk, we focus on such a *Kokkos* implementation in the context of a multiphysics FE code. Specifically, we investigate polymorphic design patterns to isolate commonality across physical applications and provide interfaces to accommodate physical application specificities (differences in data structures used for scalar-valued versus vector-valued FE basis functions, differences in actions of differential operators of different types, etc). The use of polymorphism on device can have performance impacts and is challenging in terms of code generation. We will discuss how we used and compared static and dynamic polymorphic design patterns, and analyzed the performance impact, especially on GPU (virtual function call overhead, compiler optimisations, etc). The design patterns will be illustrated and the performance will be evaluated in the context of a computational electromagnetism simulation relevant to diffraction gratings.

Maarten Arnst, Romin Tomasetti
Université de Liège
maarten.arnst@uliege.be, romin.tomasetti@uliege.be

MS40

Performance Portable Automatic Differentiation Tools for Finite Element Assembly on Next-generation Architectures

Supporting scalable and performant finite element simulations across next generation heterogeneous architectures can add significant code complexity. This presentation will discuss the design of automatic differentiation tools for finite element assembly. Performance portability is achieved via the *Kokkos* programming model. Automatic differentiation is implemented using operator overloading with expression templates. The assembly routines are templated on the scalar type. Performance results will be shown for NVIDIA GPU and Intel Haswell architectures. Examples will be shown for magnetohydrodynamics and multi-fluid plasma simulations.
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MS40

Efficiently Implementing FE Boundary Conditions Using Stream-Orchestrated Execution on GPU

The Finite Element method is commonly used to solve PDEs. The assembly procedure can easily be made massively parallel because of the natural parallelism it exposes. Frameworks like *Kokkos* can help write a single performance portable assembly code. The assembly can be expected to maximise GPU usage because the number of work units involved is typically much larger than the available concurrency. However, after the assembly, boundary conditions are oftentimes applied on small work sets, thereby potentially under-utilising the GPU processors. Moreover, boundary conditions can showcase dependencies that must be observed. In this talk, we focus on how we used GPU streams for concurrent execution of boundary condition functors in order to maximise GPU occupancy while observing their dependencies. More specifically, we will show how we used *Kokkos::Graph* to achieve such a goal in a performance portable way. We will also discuss how we designed a polymorphic hierarchy of functors for applying boundary conditions (Dirichlet, Neumann, periodic, ...) and how we map the device polymorphic functors to nodes in the graph. The design and its performance (occupancy, impact of polymorphism, ...) will be analysed in the context of electromagnetism applications.
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The Effect of Uncertainty on Learning Dynamics of Neural Networks

A typical learning process of a neural network can be described by the interaction between the data, the weights and the model architecture. In a standard regime, this interaction involves updating the weights of the neural network model with respect to a series of data batches for a fixed architecture. Multitude of decisions such as the number of layers, the activation function, learning rate, etc; are made during this process of learning. As these decisions are made apriori in the standard setup, there is an inherent uncertainty in the learning process due to the discrepancy between these decisions and the nature of the data. In this talk, we will demonstrate that this uncertainty could be quantified and further leveraged to improve performance in a neural network training process. Towards this end, we will enunciate a novel mathematical formulation where the learning problem is formulated as a dynamical system and the dynamics are represented by a differential equation. Subsequently, we will elucidate, “how to quantify this uncertainty during learning?” and provide insights into the effect of the this uncertainty. We will end this talk with insights on “how to use uncertainty to correct the behavior of the neural network model while learning?”
The Exascale Computing Project

The duration and scale of the of the Exascale Computing Project (ECP) provided a unique opportunity to advance computational science in a wide variety of application areas. The project lasted seven years and funded over one thousand researchers to develop 24 applications, over 70 software products, and deploy them on the exascale computers at DOE leadership computing facilities. This work has resulted in many notable outcomes including: the first integrated HPC software stack comprising over 100 libraries, performance portable applications refactored for accelerator-based computing architectures, and a new generation of computational scientists exposed to state-of-the-art techniques. In this talk we will give an overview of the Exascale Computing Project and highlight key legacy outcomes that will impact computational science community for years to come.
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Collaborations Between ECP and the DOE HPC Facilities

The Exascale Computing Project (ECP) built an ecosystem that nourished the process of using HPC for scientific discovery from inception to execution. A key link in this chain was enabled by collaborations with the DOE HPC facilities to deploy exascale software (SD) and applications (AppInt) on the machines as early as possible, which helped debug both the machines and the software. Another key development was a Continuous Integration capability that could function in this environment. AppInt and SD teams were critical to the successful execution of exascale applications on first-of-their kind hardware in a software environment that was rapidly developing and stabilizing. We will discuss this process and give some lessons learned that could be applicable beyond ECP.
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Delivering Reusable RD Software as a Construction Project: Strategies and Lessons Learned

The Exascale Computing Project (ECP) was funded and executed as a tailored construction project using earned-value management concepts, techniques, and workflows. In this presentation, we discuss the approach ECP used for library and tool software to plan, execute, track, and assess progress while still managing emerging requirements, uncertain timelines, and the co-delivery of the computing platforms for which we were targeting our work. We discuss the outcomes from this effort: a multi-layered, multi-component software stack that works portably across diverse high concurrency computing systems, containing libraries and tools that were co-designed and developed with application users and delivered as part of a robust, curated software portfolio. We discuss lessons learned from these efforts and how we intend to carry these lessons forward in future scientific software efforts.
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The Impact of ECP Applications

The Exascale Compute Projects Application Development portfolio, a diverse set of 24 application projects and 6 co-design centers, provides a robust demonstration of the challenges and opportunities afforded by exascale computing. ECP facilitated an unprecedented level of coordinated development across discipline boundaries, a practice which was ultimately critical to the success of the project. In this talk, we present observations on how cross-project collaboration and engagement was used within the ECP, focusing on both the benefits and challenges of greater interdependence among loosely connected communities. We share common themes that emerged, and offer advice to application teams looking to build on ECPs initial success.
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Accelerating Sparse Solvers with Cache-Optimized Matrix Power Kernels

Sparse linear iterative solvers are indispensable for large-scale simulations. In this talk, we present methods to accelerate some of the existing solvers and preconditioners by using the concept of levels as developed in the context of our RACE library framework. Levels are constructed using breadth-first search on the graph related to the underlying sparse matrix. These levels are then used to implement cache blocking of the matrix elements for high spatial and temporal reuse. The approach finds its use in kernels like sparse-matrix-power vector multiplication, which perform repetitive back-to-back sparse-matrix-vector multiplication (SpMV) operations. The method is highly effective...
and achieves performance levels of 50-100 GF/s on a single modern Intel or AMD multicore chip, providing speedups of typically 2x-4x compared to a highly optimized classical SpMV implementation. After briefly introducing the optimization strategy, we shed light on the application of these optimized kernels in iterative solvers. To this end, we discuss the coupling of the RACE library with the Trilinos framework and address the application to communication-avoiding s-step Krylov solvers, polynomial preconditioners, and algebraic multigrid preconditioners. We then dive into the performance benefits and challenges of the RACE integration and show that our optimization produces numerically identical results and improves the total solver time by 1.3x-2x.
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MS43
Sparse Algorithms for Large-Scale Bayesian Inference Problems

Bayesian inference provides a mean to predict events or uncover dependency structures within complex systems while simultaneously quantifying the uncertainty of its own estimates. It is widely used with applications across many disciplines including life sciences, medicine, and geostatistics. The underlying statistical models can often be formulated using sparse Gaussian Markov random fields. They give rise to matrices with recurring sparsity patterns allowing for the usage of sparse solution methods. Foremost ones requires efficient algorithms for Cholesky decomposition and selected matrix inversion. We give an overview of different approaches, ranging from entirely sparse methods to block solvers. In particular we compare double, single and mixed precision algorithms in this context, present their performance and the effects on the quality of the results.
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MS43
Communication-Reduced Sparse-Dense Matrix Multiplication with Adaptive Parallelization

This work presents the Communication-Reduced Parallel SpMM (CRP-SpMM) algorithm, a simple and novel algorithm that adaptively parallelizes SpMM to reduce communication costs. Unlike existing 1.5D and 2D distributed-memory parallel SpMM algorithms that use the same matrix and workload partitioning for the same number of processes, CRP-SpMM selects the matrix partitionings and parallelization schemes based on the sparsity pattern as well as the dimensions of the input matrices. This allows CRP-SpMM to generalize 1D and 2D algorithms and choose a better parallelization approach for the problem than existing approaches. CRP-SpMM uses a two-phase communication scheme to improve performance on the required communication operations. Numerical experiments show that CRP-SpMM significantly outperforms existing distributed-memory parallel SpMM algorithms.
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MS44
Unified Data Abstractions for Scientific Workflow Composition in the Computing Continuum

Nowadays, complex scientific workflows must be able to extract knowledge and produce insight at every step from the instruments to the scientist. This requires the integration of heterogeneous and geographically distributed computing environments into a computing continuum to seamlessly bridge simulations, machine learning and data-driven analytics. Current approaches to large-scale computing are accommodating the need to support hyper-heterogeneous environments in which different ecosystems and devices work together. Existing works on workflow composition and deployment in the computing continuum focus on task-flow control and are disconnected from data patterns and structures beyond domain-specific applications. Moreover, general approaches for representing knowledge and provenance in the form of metadata are also lacking for these converged...
workflows, and common interfaces for data management in the continuum are necessary. Unified data abstractions can enable the interoperability of data storage and processing across the continuum and facilitate data analytics at all levels, alleviating the disconnect between application- and storage-oriented approaches to interoperability. This talk presents use cases and new research directions towards unified data modeling approaches to structure and represent data on a logical level across the computing continuum.
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MS44
Data Movement and the Data Bridge in the Destination Earth Climate Adaptation Digital Twin

The rise of Digital Twins to help design and test disruptive technology spawns virtual laboratories where data streams between real life measurements and computational models. Destination Earth, a European Flagship Initiative to develop a highly accurate digital model of the Earth on a global scale, is one such example. It will be utilizing the EuroHPC Pre-Exascale and Exascale systems, federating workload and potentially workflows. Such considerable influx of data exacerbates the well-known High Performance Computing (HPC) problem of dealing with data-intensive workloads. Deficiencies of systems software appear at multiple levels of the stack, be it as high as the workflow management level in orchestrating and coupling applications, or as low as the memory hierarchy level where memory and storage technologies converge carrying incompatible software in managing data. Furthermore, data governance and protection topics need to be addressed inside each workflow, not just in the data acquisition and product dissemination phase. We will discuss the architecture and challenges, and project status at the end of the first project phase, from the perspective of the Climate Adaptation twin.
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MS44
Challenges in Privacy-preserving Federated Learning Workflows on DOE HPC Resources

Federated learning (FL) is a collaborative learning approach where multiple data owners, referred to as clients, train a model together under the orchestration of a central server by sharing the model trained on their local datasets instead of sharing the data directly. FL enables creation of more robust models without the exposure of local datasets. However, FL by itself, does not guarantee the privacy of data, because the information extracted from the communication of FL algorithms can be accumulated and utilized to infer the private local data used for training. We developed the Argonne Privacy Preserving Federated Learning framework to enable Privacy-Preserving Federated Learning. We enabled training of AI models in a distributed setting across multiple institutions, where sensitive data are located, with the ability to scale on supercomputing resources to help create robust, trust-worthy AI models in biomedicine and smart grid applications where data privacy is essential. Setting up a secure federated learning experiment that needs HPC resources across distributed sites requires technical capabilities that may not be available for all. To lower the barrier to entry for leveraging PPFL and to enable domain experts in large institutions to utilize FL, we created the Argonne Privacy-Preserving Federated Learning as a service (APFFLx), which enables cross-silo PPFL using easy to use web interface for managing, deploying, analyzing, and visualizing PPFL experiments.
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The Rhea mantle convection code, previously developed for solving the Stokes equations with a visco-plastic (VP) constitutive relation, has demonstrated scalability on hundreds of thousands of cores by using aggressive adaptive mesh refinement on hexahedral meshes, accurate and efficient high-order tensor-product finite elements, and a highly advanced Newton-Krylov solver for the resulting nonlinear system of equations. We now propose to apply the Rhea code to a visco-elastic-plastic (VEP) Stokes system, where the elasticity makes the constitutive relation time dependent and the plasticity is interpreted as a complementarity condition involving the limiting time-
dependent yield stress. As we will demonstrate, implicit temporal discretization of the constitutive relation leads to a VP-type Stokes system which must be solved at each timestep, allowing direct use of the solvers from Rhea. We provide a roadmap toward achieving our major application goal of attaining realistic simulations coupling plate tectonics with earthquake cycles. We also discuss our progress in overcoming new computational challenges, such as highly localized features in time and space that appear during rupture events, and present preliminary results from model problems implemented in a toy Firedrake code and Rhea.
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MS46  
FEAST Parallel Eigenvalue Solver with Applications to First-Principle Calculations

Realistic first-principle quantum simulations applied to large-scale atomistic systems pose unique challenges in the design of eigenvalue algorithms that are both capable of processing a considerable amount of generated data, and achieving significant parallel scalability on modern high-end computing architectures. The FEAST eigensolver [www.feast-solver.org] represents a unified framework for solving linear and non-linear eigenvalue problems and achieving accuracy, robustness, and high-performance scalability on parallel architectures. FEAST offers a large number of features including three-levels of MPI parallelisms, mixed-precision arithmetic, and iterative or direct factorization approach. From atoms and molecules to nanostructures, we discuss how the FEAST eigensolver can optimally be used for enabling reliable and high-performance large-scale first-principle calculations. We will present various simulation results obtained using our all-electron real-space DFT and real-time TDDFT NESSIE software [www.nessie-code.org].
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Large Scale Low Rank Approximations: Streaming vs Randomized Sketching

With the unprecedented growth in size, data often cannot be accessed more than once and sometimes not even stored. In such cases, dimensionality reduction or low rank approximation is often performed through randomized sketching methods. Streaming methods provide an alternative where one or a small number of matrix rows are read at a time and their contribution is accounted for before they are discarded. We consider a generalization of this idea, where the block of rows stored at a time is as large as can be stored, and the update occurs through iterative methods. We study the trade-offs of streaming over randomized sketching methods in terms of accuracy, complexity, and parallelization, especially from the viewpoint of large scale rather than online applications.
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Parallel Orthogonality in Large-Scale Tensor Network Eigenvalue Problems

Orthogonality plays a key role in eigenvalue computations. In 1D tensor networks such as tensor trains, the orthogonality is maintained by using QR or truncated SVD factorizations. However, this technique does not extend to 2D tensor networks such as projected entangled pair states (PEPS). Moreover, orthogonality inside a PEPS keeps the computational complexity of eigenvalue evaluations bounded. We will discuss and compare several approximate orthogonalization techniques and strategies for orthogonalizing PEPS columns and rows.
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Advancing Chase Library Towards Exascale Applications on Distributed Multi-GPUs and ARM-based Systems

With the continuous evolution of supercomputers, characterized by their expanding size and the integration of powerful Graphics Processing Units (GPUs), traditional direct eigensolvers are confronted with significant challenges in keeping pace with this hardware transformation. The primary hurdles they face stem from the increasing demands for communication and synchronization, hindering their
scarcity. In contrast, subspace eigensolvers offer a more streamlined structure that enables them to surmount these bottlenecks effectively. ChASE represents a contemporary subspace eigensolver renowned for its utilization of Chebychev polynomials, enhancing the computation of extremal eigenpairs of dense Hermitian eigenproblems. This study showcases a series of innovative modifications applied to ChASE, including a thorough reevaluation of its memory layout, the introduction of a mixed 1D/2D parallelization approach, the adoption of a more efficient communication-avoiding algorithm for one of its core modules, and the substitution of the MPI library with the vendor-optimized NCCL library when used on NVIDIA GPUs. The outcome of these enhancements is a library capable of seamlessly handling dense problems of considerable scale, reaching dimensions up to \( N = \mathcal{O}(10^6) \) on accelerated clusters and ARM-based platforms.
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Iterative Linear Solvers in Interior Point Methods for Large-Scale Optimization

The solution of large, sparse and structured matrices lies at the heart of many state-of-the-art algorithms for solving optimization problems. As an example, interior point methods, which are widely used for nonlinear and linear programming alike, rely on (a variant of) Newton’s method to find search directions at each iteration. The matrices that arise in interior point methods become extremely ill-conditioned by construction as an optimal solution is approached. This ill-conditioning occurs in a very specific manner, and has been shown to be benign, both from a more theoretical standpoint and in practice. Many implementations of interior point methods available use direct methods for solving linear systems, which has proven to work well in spite of the aforementioned ill-conditioning. However, the need to solve ever larger optimization problems and the rise of hardware accelerators in computing presents a challenge, since the topic of this talk will be to discuss how iterative linear solvers may be used for interior point methods instead, with key challenges lying in the design of suitable preconditioners and handling of the poor conditioning of the systems. We will attempt to both give a background on the challenges in the area and some of our recent work on the topic.
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Give Us Cache, We Give You Bandwidth!

This talk presents numerical algorithms recent impacts on solving scientific problems using massively parallel systems. Based on algebraic compression, we illustrate the algorithmic approach on seismic imaging, computational astronomy, and climate modeling using x86 and accelerator-based systems. We also assess the impact on energy efficiency and identify the need for cross-disciplinary expertise to further address one of the most urgent challenges faced by the scientific community.
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Batched Sparse Solvers, Libraries, Preconditioners, and BLAS-like Functionality for Modern Platforms

Many applications utilizing Exascale hardware with GPU-based nodes rely on computations on many small matrices, that are often sparse. The common operation is to obtain simultaneous solutions of multiple linear systems of equations that are structurally sparse. Consequently, batched sparse linear solvers form the new frontier for algorithmic development and require a new toolset for their performance engineering. With high efficiency in mind, we strive to design, implement, and integrate into these new breed of applications, that require the performance levels available from modern systems, which tightly combine accelerators, high-bandwidth memory, and network cards. Providing appropriate interface will be described, which we believe enables, rather than inhibits, efficient implementation and the use of batched sparse functionality from solvers and preconditioners to other BLAS-like routines. In addition to the interface design considerations, we will present existing implementations under active development and some of the results for the relevant set of application domains.
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Residual Simplex Method

We propose a novel method for solving large-scale linear programming problems based on ideas from Krylov subspace methods. Each iteration we solve a projected problem where the linear constraints are projected on the basis of the residuals from the previous iterations. This results in a series for small projected LP problems that increase in size. But each problem can be warm-started with the basic set and of solution of the previous problem. We discuss the convergence, the parallel implementation and the performance on some large-scale network problems.
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The current set of proxy and mini applications used to benchmark heterogeneous systems lack realistic datasets that can be used to evaluate the performance of the actual applications they intend to represent. To address this issue, we explore tools that could be used to capture the message passing characteristics of the actual application executing on real datasets on current HPC systems and then use this information to create realistic HPC benchmarks. This approach will ensure that the characteristics of the actual application are captured without requiring the application developers to modify the existing application as well as not share the datasets used to execute the application. Only details required to understand the message passing characteristics of the application are captured and then used to create benchmarks that are representative of the actual applications.
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**MS48**  
**Tools to Capture Message Passing Characteristics of HPC Applications and Support Design of Realistic HPC Benchmarks for Heterogeneous Systems**

The current set of proxy and mini applications used to benchmark heterogeneous systems lack realistic datasets that can be used to evaluate the performance of the actual applications they intend to represent. To address this issue, we explore tools that could be used to capture the message passing characteristics of the actual application executing on real datasets on current HPC systems and then use this information to create realistic HPC benchmarks. This approach will ensure that the characteristics of the actual application are captured without requiring the application developers to modify the existing application as well as not share the datasets used to execute the application. Only details required to understand the message passing characteristics of the application are captured and then used to create benchmarks that are representative of the actual applications.

Purushotham Bangalore  
University of Alabama  
pvbangalore@ua.edu

**MS48**  
**OpenHPCA: High Performance Compute Availability Benchmark for Smart Networks**

The High Performance Compute Availability (HPCA) Benchmark project is an effort to create a new metric for ranking HPC and AI system performance and capabilities. HPCA is intended as a complement to existing benchmarks, such as HPCC and HPCG. NVIDIA, as co-chair of the group, led the design, integration, and implementation of a comprehensive set of benchmarks to evaluate the overall compute resource performance in the presence of in-network computing technologies, e.g., NVIDIA BlueField hardware. These benchmarks are a mix of existing benchmarks as well as new benchmarks. In this context, we will present the latest version of our benchmark suite, which is a combination of existing and new micro-benchmarks. We will show how it can be used to quantify the benefit of using smart network technologies, e.g., by offloading MPI operations to BlueField cards. Finally, we will present an overview of the current directions for new benchmarks discussed by the group.
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**A Strategy and Approach for Generating Synthetic Message-Passing Benchmark Data from Real Applications**

Many modern scientific applications have communication patterns in which both the number of communication partners and amount of data transmitted between process pairs vary significantly plus change over time. This talk describes an approach that provides a lightweight method to reproduce communication patterns of a variety of applications with minimal overhead while gaining additional insights into the performance and characteristics of various irregular communication patterns. First, an approach to measure and model the behavior of these irregular, dynamic MPI communication patterns on modern high-performance computing systems is described. This approach quantifies communication behavior using a small number of stochastic random variables that capture key features of irregular communication patterns, and estimates the distributions of these variables either parametrically or empirically. Overall, this work demonstrates that the collected parameters and their distributions can be used to measure and model the communication performance of several MPI applications. We present a synthetic benchmark that uses these distributions to recreate statistically similar communication patterns.
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**The Impact of Space-Filling Curves on Data Movement in Parallel Systems**

Modern computer systems are characterised by deep memory hierarchies, composed of main memory, multiple layers of cache, and other specialised types of memory. In parallel and distributed systems, additional memory layers are added to this hierarchy. Achieving good performance for computational science applications, in terms of execution time, depends on the efficient use of this diverse and hierarchical memory. Furthermore, the pertinent trade-offs change as application, memory, and processor characteristics evolve. With these changes in mind, this paper revisits the use of space-filling curves to specify the ordering in memory of data structures used in representative scientific applications executing on parallel machines containing clusters of multicore CPUs with attached GPUs. This work examines the hypothesis that space-filling curves, such as Hilbert and Morton ordering, can improve data locality and hence result in more efficient data movement than row or column-based orderings. First, performance results are presented that show for what application parameterisations and machine characteristics this is the case, and are interpreted in terms of how an application interacts with the computer hardware and low-level software. This
research particularly focuses on the use of stencil-based applications that form the basis of many scientific computations. Second, how space-filling curves impact data sharing in nearest-neighbor and stencil-based codes is considered.
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MS49
Runtime Systems for Scalable Hierarchical Matrix Factorization Algorithms

Low rank approximation of structured dense matrices can reduce the computation and storage requirements of dense matrix factorization. Low rank approximation can be done with the help of shared and nested basis using the $H^2$-matrix format. The $H^2$-ULV factorization can be used for $O(N)$ factorization of the $H^2$-matrix. Similar to the dense LU factorization, the $H^2$-ULV factorization has off-diagonal dense dependencies. However, the number of dense blocks is much lesser than that of the dense factorization. Although variants of the $H^2$-ULV without off-diagonal dependencies have been proposed, they have been shown to be inaccurate for ill-conditioned matrices. In this talk, we will see how the use of runtime systems can improve the efficiency of $H^2$-ULV factorization with dependencies on distributed supercomputers such as Fugaku. We demonstrate the use of runtime systems for the $H^2$-ULV factorization for algorithms such as direct solvers and for the slicing the spectrum algorithm for obtaining eigenvalues.
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Scaling the Memory Wall with Tile Low Rank

We exploit the high memory bandwidth of AI-customized Cerebras CS-2 systems for seismic processing. Through low-rank matrix approximation, memory hungry seismic applications fit onto memory-austere SRAM wafer-scale hardware, addressing a challenge arising in many wave-equation-based algorithms that rely on multi-dimensional convolution operators. Exploiting sparsity inherent in seismic data in the frequency domain, we implement embarrassingly parallel tile low-rank matrix-vector multiplications (TLR-MVM), which account for most of the elapsed time in MDC operations, to solve the Multi-Dimensional Deconvolution (MDD) inverse problem. By reducing memory footprint along with arithmetic complexity, we fit a standard seismic benchmark dataset into the local memories of Cerebras processing elements. TLR-MVM on 48 CS-2 systems in support of MDD gives a sustained memory bandwidth of 92.58PB/s on 35,784,000 processing elements, a significant milestone that highlights the capabilities of AI-customized architectures to enable a new generation of seismic algorithms that will empower multiple technologies of our low-carbon future. We compare this tile low-rank computation, which was a Gordon Bell Prize finalist for 2022, with another tile low-rank computation based on a Cholesky factorization of a covariance matrix from environmental statistics run on Fugaku, which was a Gordon Bell Prize finalist for 2023.
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Construction of Hierarchically Semi-Separable Matrix Using Faster Randomized Sketched

We extend our early work on adaptive partially matrix-free Hierarchically Semi-Separable (HSS) matrix construction algorithm using Gaussian sketching operators to a broader class of Johnson-Lindenstrauss (JL) sketching operators. We present theoretical work which justifies this extension. In particular, we extend the earlier concentration bounds to all JL sketching operators and examine this bound for specific classes of such operators including the original Gaussian sketching operators, subsampled randomized Hadamard transform (SRHT) and the sparse Johnson-Lindenstrauss transform (SJLT). We demonstrate experimentally that using SJLT instead of Gaussian sketching operators leads to 1.5–2.5× speedups of the HSS construction implementation in the STRUMPACK C++ library. The generalized algorithm allows users to select...
their own JL sketching operators with theoretical lower bounds on the size of the operators which may lead to faster runtime with similar HSS construction accuracy.
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**MS49**

**Butterfly Algorithms: from Matrix to Tensor**

Butterfly algorithms represent a rapidly growing class of multi-level low-rank decomposition algorithms, which are not only well-suited for compressing highly oscillatory operators including special integral transforms and Green’s functions for wave equations, but also lately applied to high-dimensional PDEs and machine learning. This talk summarizes some of the recent development in butterfly algorithms including: 1. New development in (a) sketching, (b) arbitrary entry-evaluation and (c) completion-based fast construction algorithms. 2. New strongly-admissible hierarchical matrix-based algorithm that achieves same complexity as the fast multipole methods. 3. Tensor extension of matrix butterfly algorithm which outperforms existing tensor algorithms such as tensor-train or Tucker for high-dimensional oscillatory operators.
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**Establishing Fundamental Lower Bounds for Algorithmic Strategies Using Time-dependent Hamiltonians**

Many hybrid and near-term quantum algorithms rely on time-dependent Hamiltonians. In particular, at each iteration i of an algorithm, one may prepare a quantum state \( |???\) through the application of a time-varying Hamiltonian \( H(t) \) to initial state \( |???1?\). In this talk, I will introduce and prove a computationally-localized adiabatic theorem, which allows one to analyze such strategies as inherently adiabatic processes within the localized framework. This facilitates the establishment of concrete lower bounds on the efficiency and performance of these approaches. This talk is based upon joint work with Jacob Bringewatt and Connor Mooney.
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**Fast Learning To Optimize Quantum Neural Network Without Gradients**

Quantum Machine Learning is an emerging sub-field in machine learning where one of the goals is to perform pattern recognition tasks by encoding data into quantum states. This extension from classical to quantum domain has been made possible due to the development of hybrid quantum-classical algorithms that allow a parameterized quantum circuit to be optimized using gradient based algorithms that run on a classical computer. The similarities in training of these hybrid algorithms and classical neural networks has further led to the development of Quantum Neural Networks (QNNs). However, in the current training regime for QNNs, the gradients w.r.t objective function have to be computed on the quantum device. This computation is highly non-scalable and is affected by hardware and sampling noise present in the current generation of quantum hardware. In this paper, we propose a training algorithm that does not rely on gradient information. Specifically, we introduce a novel meta-optimization algorithm that trains a meta-optimizer network to output parameters for the quantum circuit such that the objective function is minimized. We empirically and theoretically show that our method is competitive with existing gradient based algorithms and outperforms them in terms of computation time on different datasets.
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**Of Representation Theory and Quantum Approximate Optimization Algorithm**

In this paper, the Quantum Approximate Optimization Algorithm (QAOA) is analyzed by leveraging symmetries inherent in problem Hamiltonians. We focus on the generalized formulation of optimization problems defined on
the sets of n-element d-ary strings. Our main contribution encompasses dimension reductions for the originally proposed QAOA. These reductions retain the same problem Hamiltonian as the original QAOA but differ in terms of their mixer Hamiltonian, and initial state. The vast QAOA space has a daunting dimension of exponential scaling in n, where certain reduced QAOA spaces exhibit dimensions governed by polynomial functions. This phenomenon is illustrated in this paper, by providing partitions corresponding to polynomial dimensions in the corresponding subspaces. As a result, each reduced QAOA partition encapsulates unique classical solutions absent in others, allowing us to establish a lower bound on the number of solutions to the initial optimization problem. Our novel approach opens promising practical advantages in accelerating the class of QAOA approaches, both quantum-based and classical simulation of circuits, as well as a potential tool to cope with barren plateau problem.
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Matrix-free Methods in deal.II using Kokkos

In recent years, matrix-free methods have proven to be favorable over matrix-based methods if the whole solver stack is compatible. The FEM framework deal.II had a CPU-only framework for at least 10 years and a Cuda-based version for about 5 years. Recently, we ported the latter to Kokkos. In this talk, we will discuss the design and implementation and discuss performance on different architectures.
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On the Performance and Portability of the FIERRO Mechanics Code

We present recent research on the performance and portability of the open-source massively parallel C++ FIERRO mechanics code. The FIERRO code offers novel capabilities to simulate multiscale multiphysics engineering problems and for autonomous multiphysics design optimization. The FIERRO code contains a suite of novel Lagrangian finite element methods which have meshes with constant mass elements that move with the material to simulate quasi-static solid mechanics problems and compressible material dynamics problems. Multiscale material models are coupled to world-leading numerical methods inside the FIERRO code to simulate the performance of parts accounting for the underlying microstructure in the part. FIERRO is written with hybrid parallelism, using MPI for coarse-grained parallelism plus the Kokkos library for fine-grained parallelism on diverse GPUs and multi-core CPUs. The combined capabilities in Fierro are key to realizing the full-potential of diverse manufacturing processes by leveraging modern high-performance computing (HPC) machines to: assess the performance of parts accounting for the underlying material microstructure, and design optimal parts autonomously that are additively manufactured. This talk will discuss the FIERRO mechanics code and present parallel scaling results for a range of HPC machines.
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COO: A New Matrix Assembly Interface in PETSc to Support GPUs

PETSc is a popular math library for the scalable solution of scientific applications modeled by partial differential equations. PETSc has a rich set of application programming interfaces (APIs) for matrix assembly. PETSc users have been using them for decades in various discretization algorithms, including the finite element method. Though these APIs are powerful and efficient for assembling global matrices on CPUs at scale, they are single-thread oriented and thus not feasible for GPU computation with massive parallelism. In this talk, we will introduce our newly proposed matrix assembly interface called coordinate (COO) assembly to conquer this problem. COO allows users to provide the coordinates of the unassembled nonzeros of the matrix at once, then PETSc will figure out the sparsity pattern of the matrix and set up MPI communication plans. Later, users give PETSc the nonzero values on device in the same order as the coordinate array, and PETSc will assemble the global matrix efficiently using prebuilt plans. We implemented the COO interface with the Kokkos programming model. The interface has been used by PETSc users.
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A Comparison of Intel and OSU All-to-all Benchmarks for Next Generation FFT Algorithms

The fast Fourier transform (FFT) is an algorithm used in a wide variety of applications, including signal processing, image processing, and computational fluid dynamics. Next generation FFT algorithms are being developed to improve the performance of FFTs on parallel hardware. In this talk, we will compare the performance of the Intel and OSU all-to-all benchmarks for next generation FFT algorithms. We will focus on the startup time of the MPI_Init() function, as well as the latency and bandwidth of the all-to-all operation. We will show that the OSU benchmark consistently outperforms the Intel benchmark, especially for large numbers of processors. We will also discuss the implications of these results for optimizing the performance of next generation FFT algorithms.

Latest Advanced on Parallel and Distributed FFT Computation on NVIDIA GPU

The present talk aim to highlight the contributions made by NVIDIA in advancing Fast Fourier Transform (FFT) on accelerated platforms. We will cover advancements in methods, accuracy, performance across sizes, API design and multi-node scaling. Currently the NVIDIA FFT software portfolio includes cuFFT (single GPU, single node, host-side API), cuFFT2dx (multiple GPU, single node, host-side API), cuFFTDx (cuFFT Device Extensions - single GPU device-side API), cuFFTmp (multi GPU, distributed, host-side API). All these libraries are distributes via the NVIDIA HPC SDK (https://developer.nvidia.com/hpc-sdk). NVIDIA has also developed a open-source communication library called cuDecomp. cuDecomp is a library for managing 1D (slab) and 2D (pencil) parallel decompositions of 3D Cartesian spatial domains on NVIDIA GPUs, with routines to perform global transpositions and halo communications. The library is inspired by the 2DECOMP&FFT Fortran library, a popular decomposition library for numerical simulation codes, with a similar set of available transposition routines. The talk will cover key examples of adoption of NVIDIA libraries into other distributed libraries (e.g., 2DECOMP&FFT, P3DFFT, heFFTe) and real production codes in various domains including Quantum Chemistry (e.g., Quantum ESPRESSO, VASP) and Engineering/CFD (e.g., CnNS, Xcompact3D).

Implementation of Parallel Number-Theoretic Transform on GPU Clusters

In this talk, we propose an implementation of parallel number-theoretic transform (NTT) on GPU clusters. The butterfly operation of the NTT can be performed using modular addition, subtraction, and multiplication. We show that a method known as the four-step fast Fourier transform (FFT) algorithm can be applied to the NTT. We parallelized the four-step NTT using MPI and OpenACC. Performance results of parallel NTTs on GPU clusters are reported.

Modernization Project for the Next EigenExa Library

The technology to achieve massively parallel eigenvalue
computing on supercomputers has been fixed since the success of the two-step algorithm used in the K computer or the U.S. Summit. The improvements in memory and network-bound aspects of the Householder tridiagonalization can be considered the critical factor. Furthermore, the block Householder back-transform can be accelerated by well-optimized PXGEMM routines and automatic tuning of the block widths. For the rest of the eigenvalue computation of the band matrix or after the tridiagonalization, the current best choice is to take advantage of the high parallelism of Cuppen’s divide-and-conquer method. Since the implementation of the divide-and-conquer method originates from mapping tasks into binary trees, data mobility is desirable, and the respective tree structures match the actual network contiguity in a distributed parallel configuration. On the other hand, dynamic load balancing on the part of the eigenvalues, which varies depending on the degree of overlap, is important. In this report, we analyze the performance of the divide-and-conquer method in the current implementation of EigenExa and demonstrate the possibility of further performance improvement with respect to speed, scalability, accuracy, etc., observing some automatic tuning results.
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MS53
Auto-Tuning for Quantum Computing Related Technology on Supercomputers

To establish high performance computing, performance tuning is still high cost in viewpoint of software productivity. Autotuning (AT) technology is one of promising ways to solve the productivity problem. In this presentation, a state-in-the-art AT technology is presented in several cases for adaptation of AT. In particular, quantum computing related technology is one of hot-topics for next generation computing, but there are many performance parameters to be tuned. We are focusing on adaptation of AT technology to the new target. The adaptation of the AT includes related process for quantum computing on GPU supercomputer environments, such as inspired quantum annealer and simulation of quantum circuits. Preliminary effects of applying AT will be presented.

Takahiro Katagiri
Information Technology Center, Nagoya University
RIKEN R-CCS
katagiri@cc.nagoya-u.ac.jp

MS53
Experimenting with the Automatic Tuning of Numerical Software

The use of software libraries on high performance computing systems often requires setting parameters that may greatly impact the performance of the libraries, and consequently of scientific and engineering applications built upon the libraries. In most cases, determining optimal values for the relevant parameters in an impromptu way is impractical. Therefore, the automatic tuning autotuning of such parameters is an activity of great interest. Various tools exist for software autotuning. In this presentation, we summarize the state-of-the-art, and report on lessons learned while using GPTune, an autotuning framework developed by DOE’s Exascale Computing Project, for improving the performance of a set of libraries of interest.
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Data Analysis Toward Identification of Organizational Models for Software Ecosystem Sustainability

In this presentation the authors describe findings from data analysis methods used to identify organizational models as articulated by the activities of open source software project development and sustainment. In particular, the exascale computing project (ECP) is presented as a case study for how organizational infrastructure can serve software sustainability through key contributions focused on software ecosystem sustainability.
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MS54
How Mixed Precision Can Accelerate Sparse Solvers

Within the past years, hardware vendors have started designing low precision special function units in response to the demand of the Machine Learning community and their demand for high compute power in low precision formats. This motivates significant research on the design and implementation of mixed precision algorithms. In this talk, we provide an overview of mixed precision numerics and highlight strategies that have proven to be successful in accelerating algorithms without impacting the numerical
MS54
Pipelined Sparse Solvers: Can More Reliable Computations Help Us to Converge Faster?

Parallel implementations of Krylov subspace methods often help to accelerate the procedure of finding an approximate solution of a linear system. However, such parallelization coupled with asynchronous and out-of-order execution often enlarge the non-associativity impact in floating-point operations. These problems are even amplified when communication-hiding pipelined algorithms are used in order to improve the scalability of Krylov subspace methods. We propose a general framework for deriving robust (reproducible and accurate) variants of Krylov subspace methods. The proposed algorithmic strategies are reinforced by programmability suggestions to assure deterministic and accurate executions. In this talk, we show if the residual replacement strategy in the pipelined Krylov subspace solvers can be mitigated by the higher precision. We illustrate the framework on a few such solvers aiming to restore floating-point associativity and to cope with the attainable precision loss in pipelined solvers.
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Residual Inverse Formulation of the Feast Eigenvalue Algorithm Using Mixed-Precision and Inexact System Solves

The standard FEAST eigenvalue algorithm is a method for solving the generalized linear eigenvalue problem $Ax = \lambda Bx$. The key operation in the FEAST algorithm is the numerical evaluation of the contour integral:

$$ Q = \frac{1}{2\pi i} \oint_C (zB - A)^{-1} B \hat{X} dz, $$

where $C$ is a user-defined closed contour in the complex plane that encloses the wanted eigenvalues, and $\hat{X}$ is a (usually random) initial guess for the vectors spanning the eigenvector subspace. An alternative form for the contour integral was recently proposed, allowing FEAST to be used for solving nonlinear eigenvalue problems. Rather than the integral above, one instead uses:

$$ Q = \frac{1}{2\pi i} \oint_C \left( \hat{X} - T(z)^{-1} R_E \right) (zI - \hat{\Lambda})^{-1} dz, $$

where $\hat{\Lambda}$ is a diagonal matrix of Ritz values corresponding to the approximate eigenvectors in the columns of $\hat{X}$, $T(z)$ is the residual operator for the eigenvalue problem, and $R_E$ is a matrix whose column vectors are the eigenvector residuals for the approximate eigenpairs $\hat{X}$ and $\hat{\Lambda}$. Not only does this residual inverse variant of the FEAST integral find application in addressing non-linear eigenvalue problems, but we will also illustrate its substantial benefits in solving linear eigenvalue problems with mixed-precision and inexact system solves.
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Algebraic Programming for High Performance Auto-Parallelised Solvers

Algebraic Programming, or ALP for short, requires programmers to annotate their programs with explicit algebraic information. This information is then used in auto-parallelisation and other automatically applied optimisations, ranging from low-level concerns such as vectorisation to more complex algorithmic transformations. GraphBLAS is a recent framework that allows such algebraic programming, with, as the name implies, a primary focus on graph computing. In this talk, we focus on re-purposing recent progress by ALP/GraphBLAS for solvers. For example, in recent work we demonstrate significant performance improvements due to non-blocking execution, where linear algebraic primitives are lazily evaluated and fused at run-time, speeding up computations by 2.4x and 7.0x versus the comparable frameworks of SuiteSparse:GraphBLAS and Eigen, respectively. These advances naturally benefit iterative solvers as well. After introducing the core concepts and ideas of algebraic programming, the talk will expand on the applicability and performance results of sparse iterative solvers. It then follows with exploring classical direct solvers expressed using ALP, extending the interface with dense linear algebra, structures and views. We sketch our dispatching mechanism with optional JIT-like capabilities for fused execution, and demonstrate some preliminary performance results.
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Modern Scientific Workflows in the Era of an Integrated Research Infrastructure

As science marches forward, its dependence on complex computational processes becomes more pronounced. Central to these processes are scientific workflows, serving as critical orchestrators for expansive experiments ranging from cloud-based data preprocessing to intricate multi-facility computational frameworks. As the computing continuum evolves, addressing the needs of contemporary scientific applications necessitates a recalibration of existing systems and the innovation of new workflow functionalities. This presentation offers a panoramic view of cutting-edge advancements in the realm, encapsulating both the general landscape and his own pivotal research contributions. The discussion culminates in pinpointing pressing challenges awaiting solutions within the workflows community.
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End to end Performance Analysis of Complex Workflows

High-Performance Computing (HPC) applications are evolving from the traditional bulk-synchronous parallel paradigms to complex, coordinated workflows with multiple distinct components that leverage AI/ML. Such workflows often have multiple dependencies and distinct binaries, making it challenging to understand their critical path and their performance bottlenecks. Exploring the large configuration space of such workflows for fine-grained performance tuning is equally challenging. In this talk, we will present PerfFlowAspect, an aspect-oriented, low-overhead and open-source tool designed to analyze the performance of complex workflows. We will present a detailed analysis of the applicability of this tool using a modern workflow such as the Autonomous Multi-Scale (AMS) workflow at Lawrence Livermore National Laboratory.
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Provenance and Trust in Scientific Workflows

Workflows or pipelines guide and pervade science because they reduce the burden of manual and repeated execution of sometimes trivial steps. Too, as the data and computational needs of models and analysis techniques grow, there is an increasing reliance on larger infrastructure in order to carry out analysis. Workflows can reduce the burden of transitioning from small scale computational environment to large scale environments. Virtual teams working in the academic setting who carry out research that contributes to national cyberinfrastructure face a set of competing challenges when transparency in the infrastructure is critical for determinations of trust of results. For the research team that is exploring AI innovation in infrastructure, these challenges come into high relief when examined through the lens of responsibility to society. What form does responsibility for downstream uses of AI take? We identify the competing interests, and show how they raise challenges when analyzed through the lens of Democratizing AI. Our background is our now 2-year involvement in the NSF AI Institute Intelligent Cyberinfrastructure with Computational Learning in the Environment (ICICLE)
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Get What You Want/WANDS - Wide Area Network Data Streaming

Large scientific experiments that have a need for data analysis require the compute power available at modern supercomputers. Data generation and computing site are typically not co-located and transporting the data between these facilities is currently a bottleneck. This becomes even more exacerbated when ad-hoc analysis of experiment data is essential. One such use-case is nuclear fusion. For fusion to be a viable concept for energy generation, it is imperative that reactors can respond quickly and correctly to chaotic plasma events to avoid losing confinement. This requires analyzing data gathered at previous shots. To keep the intershot analysis time as short as possible the compute power of modern supercomputers is necessary, creating the need to transfer data across Wide Area Networks efficiently. This talk will present a Wide Area Network Data Streaming (WANDS) framework currently under development. WANDS provides a flexible, user-friendly, and efficient implementation of a server-client model to request subsets of data for processing. The WANDS client has a Python interface for direct integration into data analysis scripts. A lightweight C++ server component on the data production site serves these requests. Communication is facilitated using ADIOS2. A client-side cache further accelerates subsequent requests for previously transferred data.

Stefanie Reuter
Cambridge Open Zettascale Lab
sr2003@cam.ac.uk

MS56

Scaling of IPPL: a Massively Parallel, Performance
Portable C++ Library for Particle-Mesh Methods

We present the Independent Parallel Particle Layer (IPPL), a performance portable C++ library for particle-in-cell methods. IPPL makes use of Kokkos (a performance portability abstraction layer), HeFFTe (a library for large scale FFTs), and MPI (Message Passing Interface) to deliver a portable, massively parallel toolkit for particle-mesh methods. IPPL supports simulations in one to six dimensions, mixed precision, and asynchronous execution in different execution spaces (e.g., CPUs and GPUs). We showcase the performance of the latest version of IPPL using examples from charged particle dynamics (https://arxiv.org/abs/2205.11052) on state-of-the-art high-performance computing resources, such as Perlmutter and Frontier.
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Global Impurity Transport for Fusion Devices on Frontier

We describe a new, performance portable PIC-like implementation of global impurity transport (GITR) for magnetically confined fusion devices built on the Cabana and Kokkos libraries. Using a trace impurity assumption, significant numbers of particles and even device-scale simulations to investigate erosion, ionization, and migration are possible. Performance and scalability for the particle integration, background collisions, self-collisions, and redistribution (communication and removal), as well as grid communication and grid-particle interpolation for output distributions are discussed. Initial work with unstructured embedded surfaces for complex systems (and the performance implications) is also described. Performance on both CPU and GPU, including the Frontier system at ORNL, will be shown. Finally, extensions and updates to the Cabana library driven by this work will be discussed.
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Efficiency of a Parareal Algorithm for Highly Oscillatory Systems Arising in Plasma Physics

We develop a specific version of the parareal algorithm for solving multiscale in time Vlasov-Poisson systems. We use reduced models, obtained from the two-scale convergence theory, for the coarse solving. These models are useful to approximate the original Vlasov-Poisson model at a low computational cost since they are free of high oscillations. The equations are numerically solved with a particle-in-cell method. We provide a thorough analysis of the parallel capabilities of the algorithm on the basis of the ideal speedup. Applications to realistic problems in plasma physics illustrate the efficiency of the proposed approach.
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A Deterministic Verification Strategy for Gyrokinetic Particle-in-Cell Algorithms

As particle-in-cell (PIC) algorithms for plasma simulation continue to increase in scope and complexity, a rigorous and straightforward method for verifying PIC implementations is desirable to ensure their correctness. In this presentation, we introduce a deterministic method for the rigorous verification of multidimensional, electrostatic, gyrokinetic particle-in-cell codes based on the method of manufactured solutions. We show that rigorous verification is possible through the exclusive examination of errors in grid quantities, allowing for a very light-weight and non-intrusive implementation in existing particle-in-cell codes. We present numerical results run in XGC that confirm our theoretical claims.
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Complexity Reduction of Density Functional Theory Eigenvalue Problems

In Kohn-Sham Density Functional Theory (DFT) calculations, generating the single-particle density matrix is a key computational bottleneck. Conventionally, for molecular systems this has been achieved by diagonalizing the Hamiltonian matrix using dense solvers. This method, however, has a computational cost that scales cubically with the system size, making it less practical for large systems. To counteract this, “diagonalization free” methods have been developed that have costs that scale only linearly with the system size. While these methods improve computational efficiency, they lose details about the Kohn-Sham orbitals and orbital energies, which are important for analyzing systems. To address this limitation, we introduce two new algorithms that utilize information from the density matrix to reduce the cost of computing eigenvalues and eigenvectors of the Hamiltonian. We demonstrate that these algorithms can efficiently be applied to systems composed of thousands of atoms and as an analysis tool that reveals the origin of spectral properties.
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Scalability Study for Planewave DFT Solvers

The computer architecture landscape is constantly changing. For example, most modern supercomputers have shifted from the classical computing capabilities offered by CPUs and have adopted the more powerful GPUs, i.e. Summit and Frontier machines are some of the most modern supercomputers that use GPUs to accelerate computation. Given this trend, scientific software needs to adapt to the new features and capabilities offered by these new systems. Therefore, in this talk we focus on planewave Density Functional Theory application, an DOE critical application. More specifically, we present a new distributed Fourier transform implementation that works both on CPUs and GPUs. We outline the capabilities of this new library and present results in the context of the planewave DFT code Quantum Espresso. We integrate our new Fourier transform implementation within the software package and investigate the scalability of the most common algorithms like Conjugate Gradient, PPCG, Davidson and Unconstrained algorithms. We show results for all algorithms targeting Summit and Frontier systems and analyze the scalability of each algorithm providing insights into the main bottlenecks of the computation.
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Unitary Canonicalization of Subspace Bases

We demonstrate how to determine a canonical basis for a subspace of a (complex) vector space equipped with a fixed basis. The canonical basis is defined as the basis whose expansion in the host basis is maximally-sparse; the
particular definition used here maximizes the $\ell^4$ norm of the expansion coefficients. Standard nonlinear optimization techniques can then be used to determine the canonical basis. The approach is useful for defining a canonical basis in a variety of generic applications of linear algebra (e.g., for producing unique sets of eigen/singular vectors in presence of degeneracies). Its utility in the context of physical simulation will be illustrated for producing canonical orbitals in systems with discrete and continuous nonabelian symmetries.
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Space-Time Multigrid Methods for Convection-Diffusion Equations Arising from Flow Problems

Usually time dependent evolution equations are solved time step by time step where in each step a system of equations corresponding to the spatial discretization has to be solved. Such methods can only be parallelized in space, but the size of the spatial problem limits the strong scaling behavior. Using multigrid methods that treat multiple time steps in an all-at-once system the parallel scaling can be improved significantly in comparison to geometric multigrid solvers in a time stepping application. Due to the improved communication pattern between the parallel processes, this holds true even if a time-simultaneous multigrid method without temporal parallelization is used [Dünnebacke et al., 2021]. Here, we numerically analyze how multigrid waveform relaxation methods [Lubich and Ostermann, 1987] and space-time multigrid methods [Gander and Neumüller, 2014] behave for convection-diffusion-reaction equations found in flow problems, when the problems are increasingly transport dominated. The emerging difficulties in such cases can be mitigated by suitable stabilization techniques. Furthermore, we consider problems with space and time dependent diffusion and convection parameters, that arise in global-in-time solution strategies of the Navier-Stokes equations with non-Newtonian fluids.
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Augmented Lagrangian Acceleration of Global-In-Time Oseen Solvers

This talk focuses on an accelerated global-in-time Oseen solver, which highly exploits the augmented Lagrangian approach to improve the convergence behavior of the Schur complement iteration. The main idea of the solution strategy is to block the individual linear systems of equations at each time step into a single saddle point problem. By elimination of all velocity unknowns, the resulting pressure Schur complement (PSC) equation can be solved efficiently on modern hardware architectures using a space-time multigrid algorithm [Lohmann and Turek, 2023]. However, the accuracy of the involved PSC preconditioners deteriorates as the Reynolds number increases and, hence, causes convergence issues. To improve the robustness of the solution strategy and accelerate its convergence behavior, the augmented Lagrangian approach is exploited by modifying the velocity system matrix in a strongly consistent manner. While the introduced discrete grad-div stabilization does not modify the solution, the accuracy of the adapted PSC preconditioners drastically improves and, hence, guarantees a rapid convergence. This strategy comes at the cost that the involved auxiliary problem for the velocity field becomes ill conditioned so that standard iterative solution strategies are no longer efficient. This calls for highly specialized multigrid solvers, which are based on modified intergrid transfer operators and block diagonal preconditioners (cf. [Benzí and Olshanskii, 2006; Wechsung, 2019]).
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MS58  

Simulating unsteady viscous flows by numerically solving the time-dependent Navier-Stokes equations is a computationally expensive challenge. However, while spatial parallelization can reduce computational costs, temporal integration of time-sensitive applications often requires a very large number of time steps. Therefore, more parallelism in numerical time-stepping schemes for further speedup is required. The present work proposes and analyzes a parallel-in-time spectral deferred correction method for the solution of the unsteady incompressible viscous flow problems governed by parabolic-elliptic PDEs. The temporal discretization employs the Spectral Deferred Correction (SDC) method in parallel, which iteratively computes a higher-order collocation solution by conducting a sequence of correction sweeps through the utilization of a low-order time-stepping technique. A standard finite element method is considered for spatial discretization due to its ability to accurately capture complex geometries and boundary conditions. The goal of this work is to illustrate and analyze the properties of the parallel-in-time method through numerical experiments including flows past a cylinder (using the standard DFG 2D-3 benchmark) which is selected as an unsteady flow example.
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**Superchips for Supercomputing: Grace Hopper and Its Impact on Science Use Cases**

Grace Hopper Superchips bring a new level of integration to supercomputing. In this talk I will detail these new capabilities, explain how they impact applications and enable user productivity. With the end of Moore's law innovations in power efficiency, the ability to accelerate more applications and performance improvements found in Grace Hopper and its lowering of the programming bar are key to further advancing application performance and reducing data center energy usage.
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**Improving and Extending Collectives and Rma for New Architectures**

New Accelerated Processing Unit have emerged, increasing further the memory hierarchy of a HPC node. Meanwhile, new form of HPC system architecture have been devised. An example of such architecture is called Modular system architecture, in which multiple modules of different architecture and capabilities will be interconnected together, to better adapt to the different types of computation. The resulting network topology increases in complexity. To take advantage of the performance of these new architectures, extension and adaptation of MPI runtime are required. A first modification is to adapt collectives communications to the HPC hardware and network topology. In this presentation we will exhibit how we extended the existing hierarchical collective capabilities of Open MPI to take into account more topological levels. We will also present our recent effort in improving MPI RMA capabilities. Applications can make use of such communication type as they enable better computation/communication overlap, even if using them is notoriously difficult as relaxing synchronization can lead to memory accesses race conditions.
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**Architecting An Apu: Hardware and Software Co-Design for Exascale Systems**

The Exascale barrier was first breached with the Frontier supercomputer, which is built on a heterogeneous CPU and GPU architecture. While this system design has enabled several remarkable achievement in high-performance computing, applications run at exascale have already identified multiple opportunities where this paradigm can be improved; notably, the communication costs, and the complexity of the resultant programming model, incurred by the presence of two isolated memory spaces for CPU and GPU. In this talk, we discuss a tight hardware and software co-design effort between AMD, HPE, and Lawrence Livermore National Laboratory, dating back to the DOE Fast-forward, Pathforward, and CORAL2 programs, and resulting in the AMD Instinct MI300 APU (Accelerated Processing Unit) architecture. The talk will discuss demonstrated advantages, and future possibilities, afforded by MI300 for Exascale computing, including: the improved simplicity of porting from CPU codes, performance benefits resulting from close integration of CPU and GPU subsystems; simplifications and improvements are realized in a variety of tools, including RAJA and Kokkos accelerator abstraction frameworks, a recently developed Standard Parallelism interface to AMD APUs, and automatic offload systems.
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**Co-Design Serendipity: Leveraging the Cerebras CS-2 AI Accelerator for Seismic Processing**

The recent explosion in the AI market has led to the development of specialized hardware for performing training and inference on neural networks. The Cerebras CS-2 is one such hardware innovation: the system is built from the ground up to accelerate large AI training workloads. The CS-2 is built around the wafer-scale engine (WSE), a single chip consisting of 850,000 processing elements (PEs) laid out in a 2D mesh, with each PE containing 48 kB of memory accessible in a single cycle. While this chip has explicitly been the product of co-design with AI workloads, many of its features also address bottlenecks present in more traditional HPC workloads. We discuss the serendipitous consequences of this co-design process by presenting HPC problems which are massively accelerated by the CS-2. In particular, we present the mapping of a key kernel arising in many wave-equation-based algorithms for seismic processing. This kernel, TLR-MVM, takes advantage of the sparsity in seismic data to reduce the most expensive component of multi-dimensional convolutions (MDC) to a series of embarrassingly parallel matrix-vector multiplications. We execute TLR-MVM for a standard seismic dataset across 48 CS-2s, and achieve sustained memory bandwidth of 92.58 GB/s. Potential opportunities for future HPC workloads on Cerebras systems are also presented.
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**Analysis of Randomized Householder-Cholesky Qr Factorization with Multisketching**

CholeskyQR2 and shifted CholeskyQR3 are two state-of-
the-art algorithms for computing tall-and-skinny QR factorizations since they attain high performance on current computer architectures. However, to guarantee stability, for some applications, CholeskyQR2 faces a prohibitive restriction on the condition number of the underlying matrix to factorize. Shifted CholeskyQR3 is stable but has 50% more computational and communication costs than CholeskyQR2. In this talk, a randomized QR algorithm called Randomized Householder-Cholesky (rand cholQR) is analyzed. Using one or two random sketch matrices, it is proved that with high probability, its orthogonality error is bounded by a constant of the order of unit roundoff for any numerically full-rank matrix, and hence it is as stable as shifted CholeskyQR3. An evaluation of the performance of rand cholQR on a NVIDIA A100 GPU demonstrates that for tall-and-skinny matrices, rand cholQR with multiple sketch matrices is nearly as fast as, or in some cases faster than, CholeskyQR2. Hence, compared to CholeskyQR2, rand cholQR is more stable with almost no extra computational or memory cost, and therefore a superior algorithm both in theory and practice.
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Randomized Householder QR Factorization with Applications to Krylov Subspace Solvers

The Randomized Householder QR factorization (RHQR) can be used to obtain a well conditioned basis of a set of high dimensional vectors. We discuss its performance and numerical stability, as well as its usage in Arnoldi process and GMRES to solve systems of linear equations. We detail numerical experiments in which both in simple and double precision, RHQR outputs a better conditioned basis than Randomized Gram-Schmidt (RGS) and produces accurate factorizations with very small sampling size.
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Scalable Algorithms for Particle-In-Cell Plasma Modeling with WarpX

WarpX is a massively parallel electromagnetic and electrostatic particle-in-cell code developed under the US DOE Exascale Computing Project. WarpX was used in the 2022 ACM Gordon Bell Prize for mesh-refined simulations performed on the world's fastest supercomputers, including the world's first Exascale machine, Frontier (OLCF). WarpX has been used extensively for modeling a variety of physics applications, including laser-plasma interactions, accelerator and beam physics, astrophysical plasma, fusion devices, and microelectronics. In this talk, I will present the scalable algorithms and performance portable numerical methods implemented in WarpX, including pseudo-spectral analytical time-domain method (PSATD), mesh-refinement, dynamic load balancing, and particle sorting modules that play an important role in efficient modeling of kinetic processes in plasma applications on heterogeneous architectures.
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Randomized Matrix Algorithms Involving Orthogonalization

We investigate the potential of randomization as a viable alternative in the context of orthogonalization, including the computation of orthonormal bases, matrix decompositions, low-rank approximations, and the solution of linear systems and of least squares/regression problems. We consider various sampling and sketching strategies; evaluate matrix concentration inequalities and structural bounds for estimating the error due to randomization; examine numerical stability issues; present empirical results; and identify problem classes where randomization delivers sufficient accuracy and speedup.
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PIC-DSMC Techniques for Complex, Reacting Multiscale Flows

Simple DSMC simulations are inherently scalable, but as problems become complex and include spatially and temporally varying features such as orders of magnitude differences in number densities or rare species with important chemistry and local nonequilibrium, the cost of simulating small regions can grow enormously and quickly. Various methods have been developed to control local costs, but these can have non-obvious drawbacks that are surprising even to experienced users. Using EMPIRE, Sandias PIC-DSMC code with variable-weight particles for capturing rare species and merge algorithms for controlling particle counts, we demonstrate some unappreciated failure modes including Gamblers Ruin for random merging and weight coalescence for M-to-1 and M-to-2 merges. We emphasize the insufficiency of merely demonstrating convergence in the limit of many particles and small elements while running with relatively few particles and time- or ensemble-averaging.

Projection-Based Reduced Order Model for Accelerating Kinetic Simulations of Electrostatic Plasmas

In this talk, we present a computationally efficient method using reduced-order modeling (ROM) for collisionless electrostatic plasma kinetics governed by the Vlasov-Poisson equation. High-performance computing and modern numerical algorithms have made high-fidelity kinetic plasma simulations tractable. Despite continued advances in these areas, Eulerian simulations and particle-based methods are too costly to model fusion reactors, where many configurations and plasma modes must be considered. Our ROM approach projects the equation onto a linear subspace defined by principal proper orthogonal decomposition (POD) modes. We introduce an efficient tensorial method to update the nonlinear term using a precomputed third-order tensor. We capture multiscale behavior with a minimal number of POD modes by decomposing the solution into multiple time windows using a physical-time indicator and creating a temporally-local ROM. Applied to 1D–1V simulations, specifically the benchmark two-stream instability case, our time-windowed reduced-order model (TW–ROM) with the tensorial approach solves the equation approximately 280 times faster than Eulerian simulations while maintaining a maximum relative error of 4% for the training data and 13% for the testing data. This work performed under the auspices of the U.S. Department of Energy by Lawrence Livermore National Laboratory under Contract DE-AC52-07NA27344.
MS62
Rethinking Heterogeneous Library Design

High performance libraries have traditionally been designed to be run on specific devices. However, as computing architectures evolve to incorporate multiple heterogeneous devices on a single platform, a library now has to be able to seamlessly run on different devices, and potentially on multiple heterogeneous devices. Given the large discrepancy in computing capability, it is often a challenge identifying when a problem should be run on a single or multiple devices. In this talk, we discuss our approach of a common abstraction for CPUs and GPUs and how this abstraction can simplify the design of performance implementations for both CPUs and GPUs.
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MS62
Linear Algebra Software for a Changing Accelerator Landscape

The established split between hardware accelerators and the rest of the modern compute nodes has partially been solved with an ever increasing drive towards tight integration between components. The linear algebra software must keep pace with these changes to take advantage of the plethora of floating-point formats but also algorithmic advancements in both mixed-precision and randomized methods. This talk will give an overview of these hardware trends and the software libraries that target them.
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MS62
MatRIS: Multi-Level Math Library Abstraction for Heterogeneity and Performance Portability using IRIS Runtime

Vendor libraries are tuned for one architecture and are not portable to others. Moreover, these lack support for heterogeneity and multi-device computation orchestration which is required for efficiently using contemporary HPC and Cloud resources. To address these challenges, we introduce MatRIS, a multi-level abstraction for scalable and performance portable math library for sparse/dense BLAS/LaPACK operations using IRIS runtime. MatRIS-IRIS co-design introduces three levels of abstraction to make the implementation completely architecture agnostic, providing high programming productivity. We demonstrate that MatRIS is portable without any change in source code and can fully utilize different multi-device heterogeneous systems, achieving high performance and scalability on three heterogeneous systems, Summit, Frontier, and a CADES cloud node with four NVIDIA A100 GPUs and four AMD MI100 GPUs. A detailed performance study is presented where MatRIS demonstrates multi-device scalability. When compared, MatRIS provides competitive and even better performance with respect to vendors and other libraries.
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MS63
A Multi-Model Parallel Algorithm for Explainable Learning

The task of modelling data for interpretation and/or prediction is usually focused on selecting the best single model (learner) that fits the data and that predicts future data accurately. In many cases though this approach has either led to an increased use of black-box machine-learning mechanisms which are hard to interpret for practitioners (and can be prone to overfitting) or to model- and variable-interpretations that vary between analysts even when using the same data. This has resulted in the so-called "replication crisis" where, in different domains, findings from dif-
different studies appear to contradict each other. To address this problem and improve interpretation and individual-level prediction, a new line of research fosters the use of many models (so-called "Rashomon Sets"). Developed in parallel to this direction of research, we present a heuristic algorithm which aims at selecting a set of highly predictive models which can deliver new ways of (i) interpreting data, (ii) allowing practitioners to pick the highly-predictive model that best suits their needs, (iii) delivering new forms of inference when there is more than one true model, and (iv) providing a method to eventually improve ensemble learning methods. In particular, we discuss how this new approach can be parallelized for efficient estimation of the Rashomon Set and how it can be insightful in the domain of medicine.
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MS63  
**Robustness in Deep Learning**

Deep neural networks are playing increasing roles in machine learning and artificial intelligence. Their performance highly depends on the network architecture and the loss function. The classical square loss is widely known to be sensitive to outliers. We propose the use of robust loss and two stage algorithms for deep neural networks, which are able to extract robust features and deal with outliers effectively. Applications in regression analysis and adversarial machine learning will be discussed.
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MS64  
**Testing for Floating-Point Exception Errors when Porting to Heterogeneous Systems**

As scientific codes are ported to heterogeneous systems, numerical correctness, and reproducibility remain crucial. Incorrect handling floating-point exceptions such as Infinity, not a number (NaN), and subnormal numbers can cause numerical reproducibility issues and impact numerical correctness. We present two techniques to supplement testing numerical software for floating-point exceptions: GPU-FPX, a tool to detect exceptions at runtime in GPUs via binary instrumentation, and Xscope, a framework based on Bayesian optimization to find unknown inputs that trigger exceptions in black box programs (where the source is not available).
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MS64  
**OpenMP Validation and Verification Test-suite Insights and Lessons Learnt**

The Validation and Verification (VV) effort for OpenMP has been critical for ECP as both applications and implementations are simultaneously developed and enhanced to match the newer and much more powerful Exascale machines. Over the duration of the ECP project we developed tests and extracted OpenMP application kernels for independent verification of OpenMP implementations. Our test-suite ensures that critical OpenMP features are rigorously tested by regularly polling application projects to track most used/desired features and providing then providing extensive coverage using combinations of OpenMP directive and clauses tests. This helped uncover issues and regressions in vendor implementations and helped fix numerous implementation bugs that were not caught by their in-house testing efforts. In this talk we would like to discuss our approach, findings and lessons learnt over the course of this project.
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**Toward Automatic Test Synthesis for Kokkos Performance Portable Programming Models**

Performance Portable Programming Models have significantly improved productivity when it comes to lever-
MS65

Parallel, Portable Sparse Code Generation with MLIR and Kokkos

The MLIR (multi-level intermediate representation) in LLVM can represent operations ranging from high-level (e.g. matrix multiplication) to low-level (e.g. a bitwise OR). It also includes automatic transformations for lowering high-level operations to equivalent sequences of low-level operations. One active area of development in MLIR is support for sparse tensors as a fundamental data type. In this work, we demonstrate an MLIR-based compiler pipeline that can take a high-level Python program with sparse tensor expressions, and turn it into parallel C++ source code using the Kokkos programming model. This source code can then be incorporated into an existing Kokkos-based application, and compiled for any Kokkos backend (including OpenMP, Cuda and HIP).
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MS65

Tackling the Challenges of High-Performance Graph Analytics at Compiler Level

This presentation introduces COMET, a DSL and compiler framework for dense and sparse tensor algebra that employs progressive lowering to generate efficient code for target heterogeneous systems starting from several high-level languages. COMET has been designed to solve some of the challenges in scientific, data analytics, and AI workloads, commonly used at National Laboratories. In addition to common compiler optimizations and code transformations, COMET employs domain-specific and architecture-specific optimizations leveraging the semantics expressed by high-level languages and architectural features. This talk specifically focuses on high-performance data analytics, highlighting challenges and opportunities for domain-specific optimizations at the compiler level and describing the optimizations and code transformation employed by COMET to generate efficient code for graph algorithms.
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Challenges in Compiler Optimization of Sparse Matrix/Tensor Computations

Sparsity is ubiquitous in scientific computing applications and is of increasing importance in machine learning. Numerical libraries have been the primary resource for application developers of applications involving sparse matrix/tensor computations. Efficient numerical libraries have traditionally been manually developed by experts.
However, the increasing diversity of hardware platforms and the number of opportunities to improve performance in machine learning pipelines by creating "fused" kernels has necessitated advances in automated compiler optimization of sparse computations. This talk will provide an overview of key challenges in compiler optimization of sparse matrix/tensor computations, to set the stage for the talks in this minisymposium that describe several recent advances on this topic.
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MS65
Polyhedral Specification and Code Generation of Sparse Tensor Contraction with Co-Iteration

We present a code generator for sparse tensor contraction computations based on a mathematical representation of loop nest computations in the sparse polyhedral framework (SPF). SPF extends the polyhedral model to support non-affine computations, such as arise in sparse tensors. This work extends SPF to perform layout specification, optimization, and code generation of sparse tensor code: 1) we developed a polyhedral layout specification that decouples iteration spaces for layout and computation; and, 2) we developed a code generator that efficiently co-iterate sparse tensors by combining polyhedra scanning using an ILP solver with the synthesis of sparse co-iteration using an SMT solver. This code generator is more versatile to support additional layout and computation combinations. This flexibility is brought by the mathematical abstraction of SPF that allows us to decouple 1) logical layout and physical layout, 2) layout and computation, and 3) computation and execution schedule. This code generator also generates more efficient code when compared to a state-of-the-art tensor compiler, TACO. It achieved, on average, 1.63x faster parallel performance than TACO on sparse-sparse co-iteration. We can even improve that to 2.72x average speedup by switching the co-iteration algorithm generated through the code synthesis.

Tuowen Zhao
University of Utah
ztuowen@gmail.com

Tobi Popoola
Boise State University
tobipopoola@u.boisestate.edu

Mary Hall
School of Computing
University of Utah
mhall@cs.utah.edu

Catherine Olschanowsky
Boise State University
catherineolschank@boisestate.edu

Michelle Strout
University of Arizona
mstrout@cs.arizona.edu

MS66
Algorithm Differentiation in Dolfinx

In this presentation, we introduce a new automatic differentiation framework tailored for the DOLFINx environment. This framework has been developed to provide users with enhanced control over their computations, particularly in scenarios where fine-grained control is crucial, such as achieving scalability on high-performance computing (HPC) systems. Given the architectural changes introduced in DOLFINx compared to its predecessor, DOLFIN, we have undertaken a comprehensive redesign of the automatic differentiation framework to seamlessly integrate with the new lower-level API. The new framework leverages custom local computational graphs to establish abstract representations for both the forward and backward models. By relying on wrapping the existing DOLFINx functions and objects, we reduce the obstacles for the user while allowing more experienced users to fully customise and manipulate the computational graph. During our presentation, we will showcase scalability results across diverse problem types, highlighting the framework’s adaptability to various computational challenges. Furthermore, we will explore its integration with AI frameworks, such as PyTorch, emphasising the critical significance of this synergy in enabling users to leverage the strengths of both DOLFINx and PyTorch to tackle complex scientific and engineering problems.
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MS66
Differentiable Programming Across the Pde and ML Divide

PDEs are central to describing and modelling complex physical systems that arise in many disciplines across science and engineering. However, in many realistic applications, PDE modelling provides an incomplete description of the physics of interest. Machine learning techniques have become increasingly popular in filling the knowledge gap between the fundamental physical laws, expressed as differential equations, and the real-world phenomena studied by scientists and engineers. The emergence of this approach urges the need for scientific simulation frameworks that allow for the efficient development and deployment of models coupling PDEs and ML. We employ a differentiable programming approach to build a highly efficient and composable interface that provides researchers, engineers, and domain experts with diverse backgrounds with
a highly productive way to run high-performance simulations coupling PDEs, implemented using the finite element method (FEM) in Firedrake, and machine learning models, specified in PyTorch. The resulting framework maintains separation of concerns while only requiring trivial changes to existing code.
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MS66
Scientific Machine Learning in JAX

We’re building an open-source ecosystem for scientific computing and machine learning in JAX! Differential equation solvers, neural networks, root finding, optimisation, etc. Many scientific problems require computational modelling, and these can now take advantage of the ubiquitous autodifferentiation, autotparallelism, and GPU/TPU acceleration, offered by modern computational frameworks. (Going beyond that offered by older tools like SciPy, MATLAB, or Julia.) My talk will offer an overview of this work, and which I hope will provide new tools for you to solve the problems you are tackling.
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MS66
Differentiable Templates: Composing Simulations with Machine Learning

Ever since the rise of physics-informed neural networks [Raissi et al., 2019], and deep equilibrium models [Bai et al., 2019] of which Neural ODEs [Chen et al., 2018] are the most prominent example, the line between classical parallel scientific simulation, and modern machine learning has been blurred further and further. At times, attempting to embed the entire differentiable solver with the machine learning layers to then end-to-end optimize [Kidger 2022], others integrate the differentiable solver in an outer-loop optimization or analysis procedure [Um et al., 2020]. Not utilising existing, painstakingly developed ODE-, and PDE-solver infrastructure, these approaches had entirely new differentiable solver ecosystems written for them in PyTorch, and JAX. In this talk we will present our new framework Differentiable Templates, which follows a compiler-guided approach to compose between existing verified, high-performance scientific solvers using compiler-based automatic differentiation with Enzyme and PyTorch. Taking production C/C++, and FORTRAN solvers we will showcase the efficacy of our framework by integrating trained machine learning models into our production solvers, online training machine learning modules inside of our solvers, and exporting entire solvers into PyTorch strictly through our compiler analyses and transformations.
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Hacc: Extreme Scaling and Performance Across Diverse Architectures

Supercomputing is dominated by heterogeneous computational architectures, characterized by the necessity to exploit concurrency at multiple scales. The HACC (Hardware/Hybrid Accelerated Cosmology Code) framework exploits this diverse landscape at the largest scales of problem size, obtaining high scalability and sustained performance. Developed to satisfy the science requirements of cosmological surveys, HACC melds particle and grid methods for gravitational interactions, gas dynamics, and a variety of subgrid models for astrophysical processes, using a novel algorithmic structure that flexibly maps across architectures, including CPU/GPU and multi/many-core systems.
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MS67
A Massive Space-Time Parallel Particle-In-Fourier Framework for Kinetic Plasma Simulations

Particle-In-Fourier (PIF) schemes are attractive for long-time integration of kinetic plasma simulations as they conserve charge, momentum and energy, exhibit a variational structure, do not have aliasing and have excellent stability properties. However, they are typically more expensive than the commonly used Particle-In-Cell (PIC) schemes due to the requirement of non-uniform DFTs or FFTs. In this talk, we propose a Parareal-based parallel-in-time integration method for PIF schemes with PIF as the fine propagator and standard PIC scheme as the coarse propagator towards the goal of performing long-time integration simulations with PIF schemes. The resulting scheme is implemented on the performance portable library IPPL and we numerically investigate the convergence of it with respect to the discretization parameters of PIF and PIC. We present space-time parallel simulations with the proposed scheme for a variety of benchmarks such as the Landau damping, the two-stream instability and the Penning trap on thousands of A100 GPUs on the JUWELS Booster supercomputer and show 3.6-4.3X speedup compared to space-only parallelization.

Sriramkrishnan Muralikrishnan, Robert Speck
Forschungszentrum Juelich GmbH
s.muralikrishnan@fz-juelich.de, r.speck@fz-juelich.de

MS67
PUMIPic: Parallel Unstructured Mesh Infrastructure for PIC

Anisotropic unstructured mesh discretizations enable effective resolution of key features in geometrically complex plasma physics devices such as ITER, DIII-D, and stellarators. Running multiscale particle-in-cell (PIC) simulations on these meshes requires a scalable, easy to use PIC infrastructure that can be tuned to different system architectures. PUMIPic, the parallel unstructured mesh infrastructure for PIC, is a C++, MPI+Kokkos based library that meets these needs. An overview of PUMIPic, its methods, and supporting workflow components, will be presented along with progress on developing and verifying the edge plasma physics application, XGCm, and the impurity transport application, GITRm.
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MS68
Shareable and Reproducible Cloud-based Experiments

Containerization has emerged as a systematic way of sharing experiments comprising of code, data, and environment. Containerization isolates dependencies of an experiment and allows the computational results to be regenerated. Several new advancements within containerization make it further easy to encapsulate applications and share lighter-weight containers. However, using containerization for cloud computing experiments requires further improvements both at the container runtime level and the infrastructure-level. In this presentation, we will first describe reproducible containers that encapsulate code, data and environment. We will then lay a vision for using containers as a dominant method for efficient sharing and improved reproducibility of cloud computing experiments. We advocate use of container-compliant cloud infrastructures, inclusion of performance profiles of the application or system architecture on which experiments were performed, and methods for statistical comparison across different container executions. We also outline challenges in the achieving this vision and propose existing solutions that can be adapted and propose new methods that can help with automation.
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Towards Evidence-Based Best Practices for Reproducibility: A Software Engineering Research Perspective

In computational science and engineering (CSE) it is commonly understood that high-quality software and good development practices can help ensure reproducibility. At present, however, there is limited empirical support for how best to design for, implement, or maintain reproducibility over the course of the software lifecycle. As the scope, scale, and complexity of CSE software continues to grow, the state of practice must continue to evolve; looking to the horizon, emerging approaches to scientific computing (e.g. AI/ML-enabled applications and HPC-enabled edge computing) and software and hardware technologies (e.g. containers and novel accelerators) pose challenges and opportunities to improve how our community works with software. For that reason, there is an urgent need for (1) more research into practices, processes, and tools that would help scientific software teams seeking to build and
use reproducible software and (2) more efforts to socialize the successes of our community and promote the exchange of knowledge. In this talk, we will explore reproducibility from a software engineering perspective. That is, we will frame reproducibility as an engineering problem, where teams strategically invest in reproducibility alongside other quality goals and select practices that best serve their objectives. We will explore what we have learned from recent studies and offer actionable guidance for scientific software teams seeking to engineer and use reproducible software.
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Ensuring Numerical Reproducibility in Scientific Codes Amidst the Challenges of Approximate Computing

Scientific computing is critical for the advancement of science and engineering, where numerical simulations are used for understanding complex phenomena, optimizing designs, and making predictions. With the slowdown of Moore’s law and the end of Dennard scaling, researchers are looking at other paradigms to improve the performance of scientific codes. One such promising approach is Approximate Computing, which involves trading-off accuracy for computational efficiency. While this approach offers significant benefits in terms of performance, it raises concerns about the reproducibility and correctness of scientific results. This talk explores the critical issue of numerical reproducibility in scientific codes. We will delve into the concepts of reproducibility, discussing what causes non-reproducibility and how to ensure the trustworthiness of computational results. We will discuss strategies for mitigating the impact of approximate computing on numerical reproducibility, including algorithmic modifications, reproducible linear algebra libraries, and error analysis.
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Transparency and FAIR are Steppingstones for Reproducibility in Science

The reproducibility crisis has not spared computational science, worsened by AI’s growing role in research lifecycle. Scientific computing communities now employ intricate, data-heavy workflows that involve running multiple simulations concurrently, combining simulations with analysis, often employing machine learning, and orchestrating data-driven workflows with various task dependencies. These workflows pose numerous challenges to reproducibility. Merely packaging code into a container is insufficient; access to data and workflow scripts is necessary, as is documenting the execution graph where task order can impact reproducibility. Additionally, machine learning results have their own reproducibility constraints. Depending on the experiment’s objective, reproducibility may vary along a spectrum. Characterizing the tradeoffs at the desired level of reproducibility and predicting the factors influencing variability of performance and results requires research in metrics, benchmarks, methods, and infrastructure. Transparency is a first step towards improved reproducibility in science, enabling re-use of data, the scrutiny of model parameters, and ultimately replication of experiments and results by teams other than the original developers. Embracing the FAIR (Findable, Accessible, Interoperable, Re-usable) principles and provenance is crucial for achieving computational reproducibility in data and workflows, fostering better scientific discovery reproducibility.
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Performance Engineering of the Navier-Stokes Finite Element Assembly of Alya on GPUs

This talk presents the measures taken to optimize an OpenACC GPU port of an existing, CPU friendly Fortran code base for a speedup of more than 50x on an NVIDIA A100 GPU. An analysis of the GPU and CPU performance of this initial OpenACC port identifies the reasons for suboptimal GPU performance. We believe that the anti patterns present in the original code are not uncommon in initial GPU ports using unified code bases, and that these measures are applicable to other code bases with similar development histories. The newly developed, GPU friendly code is beneficial for CPU performance as well, for a performance increase of more than 5x. The optimization subject is the assembly of the right-hand term in the incompressible flow module of the High-Performance Computational Mechanics code Alya, one of the two CFD codes in the Unified European Benchmark Suite.
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Efficient Algorithms for the Simulation of Incompressible Fluid Flow on Complex Geometries

Discontinuous Galerkin finite element methods are well suited to simulate transport-dominated problems on complex geometries, mainly due to their favorable dispersion and dissipation behavior and their geometric flexibility. In the context of incompressible fluid dynamics, we present DG methods designed with a focus on robustness and accuracy by a proper treatment of mass conservation and energy stability. An efficient implementation of such numerical methods on modern computer hardware is key to a successful realization in engineering applications, which are characterized by complicated geometries and under-resolved flow scenarios. We present the discontinuous Galerkin software project ExaDG, which realizes...
high-order discretization methods for complex geometries through efficient matrix-free operator evaluation, fast iterative solvers and multigrid preconditioners, and efficient time integration methods. The utilized matrix-free algorithms are tuned towards optimal usage of memory bandwidth and caches on the node-level as well as parallel scalability on massively parallel systems. In this context, we discuss one of today’s key challenges of CFD software on modern computer hardware (making progress in peak performance or memory bandwidth rather than in latency), namely the problem of minimizing the wall-time per time in the strong-scaling limit, which is vital in order to be able to simulate several convective time units for engineering applications.
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Nonlinear FETI-DP Domain Decomposition Methods Combined with Deep Learning

In nonlinear-FETI-DP domain decomposition methods the choice of the nonlinear elimination set and of the coarse space have a huge impact on the nonlinear and linear convergence behavior. In this talk, we will show new results combining recently developed approaches for the adaptive choice of the nonlinear elimination set with adaptive coarse spaces. Additionally, we will discuss approaches to improve the computational efficiency and nonlinear convergence by enhancing Nonlinear-FETI-DP with techniques from machine learning.
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MS69
Efficient Implementations of High-Order Finite-Element Methods with Matrix-Free Operator Evaluation

This talk presents results from the collaborative research project PDEexa, an initiative to advance algorithms for solving partial differential equations on exascale supercomputers. The main focus is on the development of efficient iterative solvers for challenging application problems in fluid dynamics discretized with high-order finite element methods. The application efficiency relies on three pillars. Fast matrix-free evaluation of the discretized PDE, computing the cell and face integrals on general curved meshes on the fly with sum-factorization techniques, implement the action of linear or non-linear operators. In the talk, both classical $H^1$ and $L^2$ conforming methods will be considered and compared against $H$(div) conforming Raviart-Thomas operators for hyperbolic and elliptic terms in PDEs. For competitive iterative solvers, a second ingredient are preconditioners that balance low iteration counts with fast operator evaluation, for which either matrix-free and matrix-based ingredients can be attractive. Our project considers multigrid techniques, local solvers based on the fast diagonalization method and approximate incomplete matrix factorizations. As a third pillar, node-level performance engineering is employed, such as novel algorithms for higher data locality, aiming to use of the arithmetic capabilities of modern GPU and CPU hardware as efficiently as possible.
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MS70
Heterogeneity and HPC: The Messy Price for Performance

High Performance Computing (HPC) platforms continue to embrace diverse and novel hardware, all the while requiring that core software stacks remain functional, e.g., an implementation of the Message Passing Interface (MPI) or BLAS and LAPACK. This talk discusses some of the challenges that continued heterogeneity introduces both as a technical challenge for system administration and as an additional layer of complexity that users must become aware of. Unfortunately, this complexity spans all levels of the system, from administration to research and development and on to the user experience. In this talk, we will give some practical instances where challenges arise as well as discuss how co-design can be used to mitigate some of these risks and challenges.
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Scaling El Capitan: Application Preparations for
DOE NNSAs First Exascale Computer

El Capitan will be the DOE National Nuclear Security Administrations first exascale supercomputer. In collaboration with our vendor partners HPE and AMD through the El Capitan Center of Excellence (COE), we have spent several years preparing a variety of scientific applications such that they are scalable and performant on El Capitan on Day 1. In this talk, we will overview the application readiness efforts for El Capitan, discuss the modular software strategy employed by LLNL applications to ensure both performance and portability across modern architectures, provide early glimpses into the expected achievements that El Capitan will enable, and consider lessons learned and best practices developed by the El Capitan COE.
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MS70
Porting Strategies for Targeting a GPU Supercomputer at CEA

Modern supercomputers rely more and more on accelerators, such as GPUs, to provide the computing power required by simulation codes. CEA both hosts some of the most powerful supercomputers in the world, and develops numerous applications to simulate physics phenomena. With the advent of GPUs, CEA needs to adapt its codes to such architectures. Different strategies have been adopted depending on whether it is a new code or a legacy code, and on the complexity of the source code. We will present our effort to port CEA codes to GPU machines. With heterogeneous parts having already been written in CUDA over the last years to target our own supercomputer, we evaluated the use of several more generic programming models such as CUDA, OpenMP target, Kokkos, SYCL, or through an adaptation of the ARCANE framework to GPUs. This presentation will focus on the lessons learned while targeting a generic programming model for GPUs.
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MS70
Towards Deeper Co-Design of Advanced Technologies

Disruptive technology trends such as the slowing of Moore’s law, open source and licensable hardware IP, fabless semiconductor firms, and Chiplets have motivated an exciting new approach to the co-design of Advanced Technology Systems at Los Alamos National Laboratory. This ”Deeper” Co-Design will enable future technologies to be tailored to key aspects of our most challenging multiphysics problems in ways that were previously unattainable while building upon prior successes in Co-Design of systems such as Crossroads (Intel Xeon Max) and Venado (Nvidia Grace-Grace superchip and Grace-Hopper). Results of our work, including performance analysis on these three architectures and early results of hardware simulation of alternative/future system designs will be presented.
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MS71
An Adaptive Algorithm Based on Partially Pivoted LU for Interpolative and CUR Decompositions

Interpolative and CUR decompositions are special low-rank approximations in that they use original matrix rows/columns as bases. So they preserve properties of the original matrix (e.g., sparsity) and are easily interpretable. Many existing algorithms are based on column-pivoted QR factorization, which is challenging to parallelize due to the inherently sequential pivoting step. We present a new algorithm based on partially pivoted LU, which attains high performance on modern computing architectures such as multi-core CPUs and GPUs. We show that the new algorithm is fast, adaptive, and accurate.
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MS71
Robust Randomized Preconditioning for Kernel Ridge Regression

We advocate two randomized preconditioning approaches for applying kernel ridge regression (KRR) to a moderate or large number of data points ($N \geq 10^4$). RPCholesky preconditioning is guaranteed to solve the exact KRR equations involving $N \times N$ kernel matrix in just $O(N^2)$ operations, assuming eigenvalue decay. KRILL preconditioning is guaranteed to solve the restricted KRR equations involving a $N \times k$ kernel submatrix in just $O((N + k^2)k \log k)$ operations, with no assumptions on the kernel matrix or the regularization parameter. Experiments with dozens of data sets validate the effectiveness of RPCholesky and KRILL. Additionally, our theoretical analysis shows that RPCholesky and KRILL have stronger robustness properties compared to other commonly used preconditioners.
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Robust Blockwise Random Pivoting: Fast and Accurate Adaptive Interpolative Decomposition

Interpolative decomposition (ID) aims to construct a low-rank approximation formed by a basis consisting of row/column skeletons in the original matrix and a corresponding interpolation matrix. This work explores fast and accurate ID algorithms from five essential perspectives for empirical performance: (a) skeleton complexity that measures the minimum possible ID rank for a given low-rank approximation error, (b) asymptotic complexity in FLOPs, (c) parallelizability of the computational bottleneck as matrix-matrix multiplications, (d) error-revealing property that enables automatic rank detection for given error tolerances without prior knowledge of target ranks, (e) ID-revealing property that ensures efficient construction of the optimal interpolation matrix after selecting the skeletons. While a broad spectrum of algorithms have been developed to optimize parts of the aforementioned perspectives, practical ID algorithms proficient in all perspectives remain absent. To fill in the gap, we introduce robust blockwise random pivoting (RBRP) that is parallelizable, error-revealing, and exact-ID-revealing, with comparable skeleton and asymptotic complexities to the best existing ID algorithms in practice. Through extensive numerical experiments on various synthetic and natural datasets, we empirically demonstrate the appealing performance of RBRP from the five perspectives above, as well as the robustness of RBRP to adversarial inputs.

Novel Randomized Algorithms for QR with Column Pivoting, and Their Implementations in RandLapack

We present a pair of novel algorithms for QR decomposition with column pivoting. These algorithms use methods from RandNLA, in particular carefully using randomized sketching to accelerate both pivot decisions for the input matrix and the process of decomposing the pivoted matrix via Cholesky QR. The original algorithm, CQR-RPT (pronounced "see-crypt"), is designed specifically for tall data matrices, while its successor, CQRRP, is applicable for matrices of any aspect ratio. We implement the algorithms in RandLAPACK by calling into RandBLAS and vendor-provided BLAS/LAPACK libraries. Experiments with these implementations were performed on an Intel Xeon Gold 6245 CPU and demonstrated order-of-magnitude speedups relative to LAPACK’s standard function for QRCP, significant speedups over existing algorithms for QRCP and, in the case with CQRRPT, comparable performance to a specialized algorithm for unpivoted QR of tall matrices.

A Portable Multi-GPU Particle In Cell Electron Boltzmann Solver for Low-Temperature Plasmas

We study parallel particle-in-cell (PIC) methods for low-temperature plasmas (LTPs), which discretize kinetic formulations that capture the time evolution of the probability density function of particles as a function of position and velocity. We use a kinetic description for electrons and a fluid approximation for heavy species. In this paper, we focus on GPU acceleration of algorithms for velocity-space interactions and in particular, collisions of electrons with neutrals, ions, and electrons. Our work has two thrusts. The first is algorithmic exploration and analysis. The second is examining the viability of rapid-prototyping implementations using Python-based HPC tools, in particular PyKokkos. We discuss several common PIC kernels and present performance results on NVIDIA Volta V100 and AMD MI250X GPUs. Overall, the MI250X is slightly faster for most kernels but shows more sensitivity to register pressure. We also report scaling results for a distributed memory implementation on up to 16 MPI ranks.
Solving the Boltzmann Equation for Electron Kinetics Using Galerkin Approach

The collisional Boltzmann kinetic equations for low-temperature plasmas find important applications in semiconductor industry, materials science and many other applications in Science and Engineering. We present spatially homogeneous Boltzmann equation solver using Galerkin based deterministic and direct simulation Monte Carlo (DSMC) approaches. The developed Galerkin approach based deterministic solver supports user-specified multi-term expansion approximation for the distribution function with the support for electron-heavy and electron-electron Coulomb interactions. The above extends the traditional state-of-the-art two-term approximation (i.e., distribution function approximation using isotropic and anisotropic parts) used in the field. We provide detailed convergence studies, and cross-verification studies between the deterministic, DSMC and existing state-of-the-art Bol-sig+ code. The presented multi-term Boltzmann solver is used to perform 1). Effects of the higher-order anisotropic correction terms on the traditional two-term approximation, 2). Relaxation time-scales for the perturbations in the higher-order anisotropic terms, and 3). Cross-verification of the higher-order correction terms using the DSMC approach.
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Energy-Conserving and Sub-Cycled Electromagnetic Solvers for Scalable Particle-in-Cell Simulations of Low-Temperature Plasmas

The low temperature plasma group at the Princeton Plasma Physics Laboratory has been developing a 3-dimensional particle-in-cell kinetic code, LTP-PIC, for the study and rapid engineering prototyping of realistic industrial plasma devices. The code is designed from the ground up for scalability and performance, a critical requirement for the semiconductor industry and its needs for quick and iterative modeling tools. While the code has been optimized to take advantage of the impressive computing capabilities of modern GPU architectures, advanced algorithms are still necessary to achieve the fastest time to solution while maintaining high accuracy. In this talk, we will discuss the latest developments of the energy-conserving algorithm and sub-cycled electromagnetic solver implemented in LTP-PIC.
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Scalable Bayesian Inference Using Integrated Nested Laplace Approximations

Integrated Nested Laplace Approximations (INLA) stand as a pivotal tool for performing approximate Bayesian inference, with broad applications in statistical modeling and various data-science fields. However, the current INLA implementation often hits computational and scalability ceilings, particularly when dealing with high-dimensional spatial-temporal models and intricate matrices. To overcome these limitations, this talk introduces a new versatile framework, designed specifically to leverage the scalability and processing power of manycore systems. This framework employs new numerical solver methods that take advantage of the dense block structure found in several data-science applications, thereby harmoniously blending the benefits of both dense and sparse computational techniques. By making optimal use of manycore architectures, the new framework effectively bypasses previous computational barriers, allowing for Bayesian inference on models with an extensive scope of latent parameters. We validate the efficacy of the new framework through comprehensive simulation tests and its application to real-world datasets. Our results confirm that the new framework significantly enhances computational performance while maintaining the rigor and accuracy of the inference, thereby pushing the envelope of what is feasible with the existing INLA implementation.
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oneMKL: Performance Portability from Libraries to Interfaces

Todays applications are more diverse than ever, as is the hardware used to run and accelerate them. oneAPI was
born to help overcome these challenges, by offering a uni-
ified, standards-based programming model that allows ac-
celeration on various processing architectures. The oneAPI
Math Kernel Library (oneMKL) element of the oneAPI
specification defines SYCL-based APIs for a variety of
mathematical routines, from dense and sparse linear al-
gebra to discrete Fourier transforms to random number
generators and more. The oneMKL interfaces project
is an open-source implementation of the oneMKL speci-
fication and works with multiple hardware backends us-
ing device-specific libraries underneath to provide portable
performance. Intel GPUs and CPUs benefit from the Intel
oneMKL product, which supports both SYCL APIs as well
as similar functionality for C and Fortran interfaces. This
talk will present the recent advances in the Intel oneMKL
product as well as the oneMKL interfaces project.
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MS73

cuSOLVERMp: Challenges in Optimization Eigen-
Value Problem for NVIDIA Based Superclusters

NVIDIA’s cuSOLVERMp provides highly optimized rou-
tines for solving dense linear algebra problems on multi-
node systems. This presentation discusses the design prin-
ciples and algorithmic choices that enable efficient support
for heterogeneous systems, showcasing both scalability and
performance results. Special attention is given to our state-
of-the-art symmetric eigenvalue solver and demonstrating
how it unlocks the solution of massive problems in quan-
tum chemistry and quantum mechanic research.
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Cholesky Factorization of $H^2$-matrices Without
Trailing Matrix Dependencies

Structured low-rank matrices come in various formats such
as BLR, BLR^2, HODLR, HSS, H-matrix, and $H^2$-matrix.
Factorization of some of these matrices can be done in an
inherently parallel fashion by separating the skeleton part
from the redundant part of the dense blocks and factoriz-
ing only the redundant part at each level. For weak ad-
missibility, this called the HSS-ULV factorization. How-
ever, for strong admissibility, the recompression of the fill-
in blocks requires the shared basis to be updated, which
in turn serializes the otherwise inherently parallel factor-
zation. Our method aims to recover the inherent parallel-
isim even for strong admissibility, by precomputing the fill-
ins and including them in the shared basis before per-
forming the actual factorization. This results in a highly
parallel Cholesky factorization that can factorize struc-
tured low-rank matrices arising from 3-D geometry. The
inherent parallelism allows us to use batch GPU kernels
to achieve high performance. We also, develop a highly
parallel method for the substitution part.
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MS74

Scalable Low-Rank Optimization via Iteratively
Reweighted Least Squares

Convex or non-convex matrix functions such as Schatten-
p quasinorms or the positive log determinant have been
successfully used as surrogates of the rank objective as
an attractive reformulation to low-rank constraints, which
in turn are ubiquitous in machine learning, computer vi-
sion, high-dimensional statistics and control. We review
recent progress in the formulation and convergence analy-
sis of Iteratively Reweighted Least Squares (IRLS), which
has emerged as a uniquely suitable algorithmic framework
to scalably optimize such rank surrogates. Furthermore,
we present a highly parallelizable implementation of our
approach that is tailored to low-rank matrix completion
problem, which is widely used in recommender systems.
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Decentralized Algorithms for Spatially Distributed
Systems

In a centralized system, all processing and decision-making
is handled by a single entity, which can become a bottle-
neck as the system grows in size and complexity. Decen-
tralized algorithms distribute the processing load across
multiple nodes, allowing the system to scale much more
effectively. Many decentralized algorithms distribute the
global objective function (usually the sum of many local
objective functions) across multiple nodes such that each
node only handle its own local objective function. The
state variable is copied to each node and communication
between neighboring nodes helps them reach a consensus in
the convergence of iterations. However, the computational
cost for each agent can still be high if the common state
variable has a large dimension. To address this, we would
further divide the global state variable into multiple local
state variables, so that each node only handles a few com-
ponents of the global state variable. In particular, we will
analyze its performance on spatially distributed systems.
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Distributed Learning for Kernel Mode-Based Re-
gression

We propose a parametric kernel mode-based regression
built on mode value, which can achieve robust and effi-
cient estimators when the data have outliers or heavy-tailed
distributions. We show that the resultant estimators can
arrive at the highest asymptotic breakdown point of 0.5.
We then utilize such a regression for massive datasets by combining it with the distributed statistical learning technique, which can greatly reduce the required amount of primary memory while simultaneously incorporating heterogeneity into the estimation procedure. By approximating the local kernel objective function using a least squares format, we are able to preserve compact statistics for each worker machine and employ them to rebuild the estimate of the entire dataset with asymptotically minimal approximation error. With the help of a Gaussian kernel, an iteration algorithm built on expectation-maximization procedure is introduced, which could substantially lessen the computational burden. The asymptotic properties of the developed mode-based estimators are established, where we prove that the suggested estimator for massive datasets is statistically as efficient as the global mode-based estimator using the full dataset. We further conduct a shrinkage estimation based on the local quadratic approximation and demonstrate that the resulting estimator has the oracle property. The finite sample performance of the developed method is illustrated using simulations as well as real data analysis.
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MS74
Classification of Unbounded Data by Gaussian Mixture Models via Deep ReLU Networks

This paper studies the binary classification of unbounded data from $\mathbb{R}^d$ generated under Gaussian Mixture Models (GMMs) using deep ReLU neural networks. We obtain for the first time non-asymptotic upper bounds and convergence rates of the excess risk (excess misclassification error) for the classification without restrictions on model parameters. The convergence rates we derive do not depend on dimension $d$, demonstrating that deep ReLU networks can overcome the curse of dimensionality in classification. While the majority of existing generalization analysis of classification algorithms relies on a bounded domain, we consider an unbounded domain by leveraging the analyticity and fast decay of Gaussian distributions. To facilitate our analysis, we give a novel approximation error bound for general analytic functions using ReLU networks, which may be of independent interest. Gaussian distributions can be adopted nicely to model data arising in applications, e.g., speeches, images, and texts; our results provide a theoretical verification of the observed efficiency of deep neural networks in practical classification problems.
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Manipulating Sparse Computations Using Dense Polyhedra: Challenges and Opportunities

Sparse computations typically operate on input data and their coordinates on an integer grid. These non-zero coordinates can be compressed using specific sparse formats, such as CSR or CSC. We have shown these non-zero coordinates can also be described using union of integer polyhedra, combined with integer lattices, to deliver optimized computation kernels that are specialized to a particular sparsity structure and free of any indirect array access, suitable for aggressive vectorization. In this talk we will present our approaches to manipulating sparse structures using union of polyhedra and generating efficient pattern-specific SIMD code; and recent results in developing a new sparse format based on polyhedra supporting a rich set of sparse computations kernels.
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Towards Reverse Mode Automatic Differentiation of Kokkos-Based Code Using the LLVM Compiler Infrastructure

The Kokkos programming model is a production level solution for writing performance portable modern C++ applications in a hardware agnostic way. It has been used in multiple applications and simulation software to model molecular dynamics, solid mechanics, fluid mechanics, combustion phenomena, and plasma simulations among others. In most of those applications, the simulation code needs to compute some derivatives of some quantity of interest or of some residual with respect to parameters or solution state. The templated arguments of Kokkos view, the multidimensional arrays of the Kokkos programming model, have been used to implement forward Automatic Differentiation (AD) using operator overloading. While this approach is performance portable and very efficient when the code compute the derivative of a lot of quantities with respect to a few variables at once, it is not as efficient to compute the derivatives of a few quantities with respect to a lot of variables. That second case is however extremely important to solve optimization problems with a larger number of parameters or to train a neural network with a lot of neurons for instance. Instead of using a forward AD approach, these situations would benefit of a reverse AD approach. In this talk, we will discuss the usage of the LLVM compiler infrastructure to compute the derivatives of a few quantities of interest with respect to a lot of parameters using a source code transformation reverse mode AD.
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**Tensql: SQL Database Using Graphblas**

Relational Database Management Systems (RDBMS) have been the most prominent form of database in the world for several decades. While relational databases are often applied within high-frequency/low-volume transactional applications such as website backends, the poor performance of relational databases on low-frequency/high-volume queries often precludes their application to big data analysis fields like graph analytics. This work explores the construction of an RDBMS solution that uses the GraphBLAS API to execute Structured Query Language (SQL) in an effort to improve performance on high-volume queries. Tables are redefined to be collections of sparse scalars, vectors, matrices, and more generally sparse tensors. The explicit values (nonzeros) in these sparse tensors define the rows and NULL values within the tables. A prototype database called TenSQL was constructed and evaluated against several SQL implementations including PostgreSQL. Preliminary results comparing the performance on queries common in graph analysis applications show performance improvements as high as 1,400x over PostgreSQL for moderately sized datasets when returning results in a columnar format.
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**Distributed Sparse Computing in Python**

The sparse module of the popular SciPy Python library is widely used across applications in scientific computing, data analysis, and machine learning. The standard implementation of SciPy is restricted to a single CPU and cannot take advantage of modern distributed and accelerated computing resources. We introduce Legate Sparse, a system that transparently distributes and accelerates unmodified sparse matrix-based SciPy programs across clusters of CPUs and GPUs, and composes with cuNumeric, a distributed NumPy library. Programs written in Legate Sparse and cuNumeric perform competitively with low-level systems like PETSc. In this talk, I’ll discuss one aspect of the design and implementation of Legate Sparse called DISTAL, a compiler for sparse tensor algebra that targets distributed machines, that we used to generate a large portion of Legate Sparse. DISTAL separates descriptions of tensor algebra expressions, sparse data structures, data distribution and computation distribution, enabling the distributed execution of sparse tensor algebra expressions with a variety of sparse data structures and data distributions. DISTAL generates code that is competitive with hand-written implementations, and outperforms general interpretation based systems by one to two orders of magnitude.
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**Learning Closure Relations Using Differentiable Programming**

The continuous flow or ‘transport’ of a macroscopic system of particles is a high dimensional problem and therefore often solved using reduced order models. This necessarily introduces unknown closure relations into these models. In this work, we present a machine learning approach to finding accurate closure relations utilising differentiable programming. As a case study, we consider the transport of photons and use a literature radiation transport test problem as a training dataset. We present novel closures for a number of reduced order models. We evaluate the improvement of the machine-learnt closures over those from the literature.
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**Integrating Checkpoint Schedules with an Algorithmic Differentiation**

In this work, we aim to present the conjunction of a checkpoint schedule package and the differentiation algorithm pyadjoint, a Python library capable of generating automated adjoints compatible with PDE frameworks Firedrake or FEniCS. The checkpoint schedule package offers checkpointing algorithms employed to avoid the storage of the entire forward state in preparation for the adjoint computation, which is particularly critical for large-scale problems requiring significant memory usage. Accordingly, the checkpoint schedules and the pyadjoint integration is essential since this algorithmic differentiation generates automated adjoints for diverse time-dependent physical models tackled by Firedrake and FEniCS users. We focus on presenting the design of the checkpoint schedules and pyadjoint integration, as well as the numerical simulations obtained using the checkpointing algorithms generated by the checkpoint schedule package.
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Modeling for Inversion in Geophysics with Devito

Seismic inversion, and more generally geophysical exploration, aims at better understanding the Earth’s subsurface. A plethora of challenges across a range of scientific disciplines ensure this is a challenging problem. In this work we will discuss how the Devito package has been developed and optimised to address some of the challenges present within geophysical inversion workflows. Devito is a Python based domain specific language and compiler for expressing the solutions of PDE boundary value problems in terms of finite differences. From inception, one overarching goal has been that the generated code is optimal within the context of seismic inversion problems: that is, the auto-generated computational kernels match or beat hand-optimized codes for forward wavefield and adjoint computation. This work will provide an overview of Devito’s application in this area and also discuss the roadmap to broaden the applicability of Devito to additional areas such as CFD.
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MS76
The Lynchpin of the Adjoint

In the world of adjointing, people tend to fall into two tribes. The Team Numerical says the only true path is to adjoint discretised equations. They say “It’s the way to be sure you only compute the gradient of what you start with.” On the other hand, the Mathematical Squad says to take the analytical adjoint of the original system of equations and discretise the result later, saying, “It’s the abstractly elegant way”. Empirically, it seems (based on much hearsay) that Team Numerical is winning along many fronts. However, there isn’t much to reconcile the two camps based on first principles. This talk will present a unified approach to the two views. The key is the residual space of the approximated differential equation. Said another way, there is an exact analytical form that expresses the discrete adjoint. And considering the original differential system in an algorithm-agnostic fashion naturally points out the correct basis to discretise an adjoint system. The residual space is the lynchpin of the adjoint.
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IPPL: A Massively Parallel, Performance Portable C++ Library for Particle-Mesh Methods - Structure, Use Cases and Implementation Details

We present implementation details and use cases of the Independent Parallel Particle Layer (IPPL), a performance portable C++ library for particle-in-cell methods. IPPL makes use of Kokkos (a performance portability abstraction layer), HeFFTe (a library for large scale FFTs), expression templates and MPI (Message Passing Interface) to deliver a portable, massively parallel toolkit for particle-mesh methods. IPPL supports simulations in one to six dimensions, mixed precision, and asynchronous execution in different execution spaces (e.g. CPUs and GPUs). We showcase the easy to use library, the performance of the latest version of IPPL using examples from charged particle dynamics (https://arxiv.org/abs/2205.11052) on state-of-the-art high-performance computing resources, such as Perlmutter and Frontier.

Andreas Adelmann
Paul Scherrer Institut
andreas.adelmann@psi.ch

Antoine Cerfon
Type One Energy
antoine.cerfon@typeoneenergy.com

Matthias Frey
University of St Andrews
mf248@st-andrews.ac.uk

Sonali Mayani
Paul Scherrer Institut
sonali.mayani@psi.ch

Veronica Montanaro
ETH
vmontanaro@student.ethz.ch

Sriramkrishnan Muralikrishnan
Juelich Supercomputing Centre
Forschungszentrum Juelich GmbH
s.muralikrishnan@fz-juelich.de

Alessandro Vinciguerra
ETH Zurich
vincigua@student.ethz.ch

PP1
One-Directional Mesh Overset Using a Parallel Distributed Forest of Octrees

Many physical systems cannot be modeled properly by a single mesh, e.g. because the domain contains holes, or several physics layers interact. A known natural solution to
This is the use of several overlapping meshes covering different parts of the domain. To obtain meaningful results from this mesh overset approach, the meshes have to yield a consistent solution wherever they overlap. To achieve this they need to exchange interpolated solution data. We present our current state of research, an algorithm to handle the overset between two parallel-distributed meshes. One mesh queries and receives the interpolated data. Its cells are discretized by query points (e.g., stemming from quadrature), thereby it may be of almost arbitrary type and structure. The second mesh is a forest of octrees, which provides the solution data. The forest-of-octrees structure allows for efficient searching of the query points in the local part as well as in the global partition of the mesh. By applying smooth, invertible mappings to the individual trees of the forest, one can model complex geometries while preserving the possibility to search points in the axis-aligned tree structure taken for reference. The query points are sent between the two meshes by non-blocking point-to-point MPI communication, which allows to overlap communication with computation. We outline the sub-steps of our new generic mesh overset algorithm and present numerical results showcasing its flexibility and scalability.

Hannes Brandt
University of Bonn
brandt@ins.uni-bonn.de

Carsten Burstedde
Universität Bonn
burstedde@ins.uni-bonn.de

PP1
Neural Network Solver for Transient State Incompressible Flow on Arbitrarily-Shaped Geometries Defined Using Bezier Curves

Models for simulating turbulent fluid flow have many industrial applications. Current methods for modeling turbulent fluids are accurate but slow. As a result, much research has been published on neural networks that can predict fluid flow with inference times that are orders of magnitude faster than traditional methods. To enable the neural network to predict the fluid flow around any arbitrarily-shaped obstruction, the prevailing technique is to input the simulation grid into the neural network in the form of a point cloud or image. In this research, we propose a simpler approach. Instead of a point cloud, we define the boundary of an arbitrary obstruction using a handful of points. All intermediate points will then be interpolated using Bezier curves. Using fewer points allows for improved training time, inference time, and neural network size. Further, by applying parallel processing techniques, we optimized both speed and accuracy. During the data generation step, parallelizing independent loops reduced our time cost by 21.0%; ensemble stacking reduced inference time by 53.1%; finally, taking the average result of the ensemble decreased the error by 45.8% (versus any one neural network). After 90 epochs, our ensemble was able to predict transient-state turbulent fluid flow with a mean squared error of 1.162E-05. Our proposed technique is applicable to modeling fluid flow over 3D topographic maps, which are suited for interpolation using curves.
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PP1
An Analysis on Multigrid Reduction in Time Convergence of Time Averaged Quantities in High Speed Flow

The Multigrid Reduction in Time (MGRIT) Algorithm [Friedhoff et al., A Multigrid in Time Algorithm for Solving Evolution Equations in Parallel, 2013], a time domain analogue to spatial Multigrid Reduction, has been shown to offer convergence speedup in the solution of uncomplicated parabolic cases [Falgout et al., Parallel Time Integration with Multigrid, 2013]. We present an analysis of the extent to which MGRIT can be extended to a high speed, time dependent, fluid flow simulation. Specifically, we test the hypothesis that certain time averaged statistics on the flow can be computed faster with MGRIT. To do so, we measure fluctuating quantities relevant to a two dimensional flow based on the Euler equations around a cylindrical object using the software package XBraid [XBraid: Parallel multigrid in time. http://llnl.gov/casc/xbraid] to handle the MGRIT algorithm, and deal.II [Arndt et al., The deal.II Library, Version 9.5, 2023] for the spatial discretization.
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PP1
Scalable Hierarchical Approximation of Dense Kernel Matrices

Data-driven approaches in areas like machine learning and deep learning have led to rapid expansion in data sizes. Dense matrices of size \( N \times N \) have extremely high memory requirements of \( O(N^2) \) and vital methods like eigendecompositions become computationally infeasible. We apply a novel method (GOFMM) to compute a hierarchical approximation of dense matrices found in manifold learning algorithms such as diffusion maps. GOFMM "compresses" the matrix such that memory requirements and computational cost of operations such as the matrix-vector multiplication reduce from \( O(N^2) \) to \( O(N \log N) \). We then test the accuracy of our method by calculating error norms of eigenpairs obtained before and after the hierarchical approximation. We also test for scalability of our approach while increasing matrix sizes upto \( 16K \times 16K \) on multiple nodes using MPI parallelism. Our work-in-progress extends the application of GOFMM for dense kernel matrices obtained in Convolutional Neural networks.
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PP1
A Minimal, Serial-Equivalent Format for Parallel I/O and Its Applications

Large-scale simulations execute as parallel jobs that partition data among multiple processes. If each process writes its local data into a separate file, we encounter practical limitations because the writing partition is required for reading the data files. Therefore, we specify an application- and code-agnostic file-oriented data format suitable for parallel, partition-independent disk I/O. Here, a partition refers to a disjoint and ordered distribution of the data elements between one or more processes. The format is designed such that the file contents are invariant under linear (i.e. unpermuted) parallel repartitioning of the data prior to writing. The file contents are indistinguishable from writing in serial. In the same vein, the file can be read on any number of processes that agree on a partition for the number of elements stored. Out of necessity the sheer size of the data needs to be taken into account as well. Therefore, we add an optional convention to implement transparent, lossless, per-element data compression. The compressed data and metadata is layered inside ordinary format elements and likewise partition-independent. We refer to this format as scda. The main purpose of the format is to abstract any parallelism and provide sufficient structure as a foundation for generic and flexible archival and checkpoint/restart. We provide parallel simulation checkpoint/restart examples built on top of the adaptive forest-of-octrees software library p4est.
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PP1
P4est3: Performance and Interface Extensions for the Parallel AMR Library P4est

Solving modern engineering and scientific problems requires high accuracy calculations at minimized computational complexity. We consider adaptive mesh refinement (AMR) as a key technique for simulations requiring time-dependent and multiscale features. P4est is parallel-distributed, scalable software library for managing AMR. It empowers efficient partitioning, neighbor finding, remote object search, mesh entity iteration, and more. This poster showcases advancements in P4est through an experimental extension pack. First, it introduces a general interface for handling diverse cells representations. This extension adds two more implementations for encoding mesh primitives: as a linear index and as an entity within extended AVX/SSE CPU registers. The next enhancement exploits MPI-3 shared memory. This eliminates redundancy of quadrant and metadata storage, allows for a message-free partitioning algorithm and eliminates the need for a ghost layer structure for mesh iteration within a single shared memory node. The third improvement is parallel algorithms optimization, featuring faster top-down forest creation, generic iteration interface without 2:1 mesh-balance requirement and more general refining and coarsening. Additionally, it introduces RAII and COW approaches to a forest lifecycle. In conclusion, we demonstrate how simulation pipelines differ for P4est with and without the proposed extensions, and we compare the performance in various configurations.
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PP1
Enhancing Weakly Compressible Smoothed Particle Hydrodynamics with Lagrangian Parallelism for Free Surface Flow Simulation

In this study, we present a novel approach to accelerating weakly compressible smoothed particle hydrodynamics (WCSPH) simulations on CPU platforms. Our research focuses on the development of a WCSPH code optimized through the innovative integration of Lagrangian parallelism. This code is specifically designed for the numerical simulation of free surface flow, a critical domain in fluid dynamics. The Lagrangian parallelism technique employed in our work revolutionizes the distribution of computational tasks across processors. It is tailored to align seamlessly with the Lagrangian nature inherent in fluid simulations. To validate the effectiveness of our method, we conducted extensive testing on two key test cases: the stretching drop of water and the dam-break scenario. These cases were respectively compared against an analytical solution and an established experimental benchmark. Our results demonstrate a remarkable equilibrium between computational precision and performance. By leveraging Lagrangian parallelism, we have not only enhanced the accuracy of WCSPH simulations but also achieved notable improvements in computational efficiency. This research contributes significantly to the field of parallel processing for scientific computing, offering a promising avenue for advancing free surface flow simulations.
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PP1
Towards Automatic Adjoint Differentiation via
Symbolic Computation

Adjoint-based sensitivity analysis is an invaluable tool for forecasting and optimisation frameworks, though its implementation is limited in large scale applications such as wind farm optimisation. Symbolic computation, where optimised code is automatically generated from a high-level problem definition, offers an efficient method for building adjoint models for an extended range of computations. An example is the adjoint subpackage integrated within the automated finite element PDE solver Firedrake. To tackle large scale sensitivity problems with finite difference computations, we aim to extend the domain specific language Devito with similar adjoint capabilities. Devito is an industry standard Python package used to generate optimised stencil computations from high-level symbolic abstractions over multiple computer architectures. First, the implementation of implicit solver functionality into Devito is necessary for the applications of interest, such as adjoint-based wind farm optimisation. This poster will display an early prototype interfacing with the PETSc infrastructure, wrapping matrix-free routines around the operator application in Devito in order to automatically generate and run the underlying linear solvers. Whilst early in development, this approach will enable Devito to tackle a wider range of challenges in the field of high-performance computing.
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PP1
Consistent Coupling of Multiscale MPAS and ROMS Ocean Models

Numerical resolution plays a crucial role in maintaining model accuracy but is directly tied to significant computational expenses, which pose limitations on the development of high-fidelity global Earth system models (ESMs) for long-term climate simulations. Despite these challenges, there is a strong interest in understanding the effects of coastal and open-ocean dynamics on climate, necessitating considerably higher resolutions. We introduce an infrastructure designed to advance our understanding of ocean processes, employing a high-resolution Regional Ocean Modeling System (ROMS) alongside a global Model for Prediction Across Scales-Ocean (MPAS-O) for regions of interest, in order to enhance the fidelity of nonlinear ocean dynamics. This multiscale ocean model necessitates seamless one-way and two-way coupling and field transfers to efficiently assess climate variability while upholding model precision. We illustrate the improved representation of small-scale processes using a flexible MOAB library-based infrastructure.
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PP1
Broadening Participation in DOE High-Performance Computing

In high-performance computing (HPC), traditionally underrepresented groups engage at significantly lower rates than their representation in the general population. As a unique multilab partnership across DOE computing sciences, the Exascale Computing Project (ECP) has been uniquely positioned to contribute to closing this gap. The ECP Broadening Participation Initiative has established a sustainable plan to recruit and retain a diverse HPC workforce by fostering a supportive and inclusive culture within the computing sciences at DOE national laboratories. Our approach has three complementary thrusts that leverage existing efforts on workforce development in DOE national laboratories, computing facilities, and the HPC computational science community: 1) the HPC Workforce Development and Retention Action Group, a community-based working group of DOE lab staff and collaborators, who exchange ideas and best practices on building and sustaining an inclusive HPC workforce; 2) the Sustainable Research Pathways Program, a multi-lab internship and workforce development program that pairs national lab staff with students from underrepresented groups (and faculty working with them) to partner on research projects; and 3) the Introduction to HPC Bootcamp Program, which provides introductory HPC training to undergraduates and early-career graduate students, both in computing and domain sciences through energy justice project-based learning activities.
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PP1
SIAG/Supercomputing Initiatives: Raising Awareness of HPC Opportunities and Impact Growing the HPC Community

The SIAM Activity Group on Supercomputing (SIAG/SC, https://siag-sc.org) provides a forum for computational mathematicians, computer scientists, computer architects, and computational scientists to exchange ideas on mathematical algorithms and computer architecture needed for high-performance computer systems. SIAG/SC promotes the exchange of ideas by focusing on the interplay of analytical methods, numerical analysis, and efficient computation. This poster provides an overview of SIAG/SC initiatives that aim to raise awareness of opportunities and impact in high-performance computing (HPC) and grow the HPC community. A focus is the Supercomputing Spotlights webinar series, featuring short presentations that highlight the impact and successes of HPC throughout our world. Presentations, emphasizing achievements and opportunities in HPC, are intended for the broad international community, especially students and newcomers to the field. We welcome your ideas and contributions. Join us! SIAG/SC Officers 2022-2023: Lois Curfman McInnes (chair), Hatem Ltaief (vice chair), Michael Bader (program director), Rio Yokota (secretary)
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PP1
An Analytical Diagonalization Technique for Approximating the Spectral Fractional Laplacian

Problems involving non-local operators have recently attracted increasing interest in many diverse fields. However, non-locality necessarily increases the computational complexity to approximate solutions to these problems. We study the spectral fractional Laplacian \((-\Delta)^s u = f\) in a bounded domain \(\Omega \subset \mathbb{R}^d\). Previous works have used the Caffarelli-Silvestre extension to convert the fractional Laplacian into a Dirichlet-to-Neumann mapping in \(\mathbb{R}^{d+1}_+\). A diagonalization scheme is used to reduce the computational complexity by exposing the inherent parallelizability of the method. We refine the diagonalization scheme by proposing an analytic approach to compute the eigenpairs of the eigenvalue problem in the extended dimension, avoiding the numerical instability in approximating the eigenpairs with a finite element method. We demonstrate that this new analytical approach is related to certain quadrature schemes used to approximate the spectral fractional Laplacian. We further show that this novel algorithm maintains exponential convergence. Numerical examples in two dimension demonstrate the performance of the method.
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PP1  
Using a Hybrid Gpu/cpu Parallel Bayesian Inversion to Determine the Physics and Rupture Dynamics Governing the 2004 Parkfield, Ca, Earthquake

Earthquakes are caused by frictional failure on weak faults within the Earth's crust. Seismologists routinely determine the kinematics of earthquake sources by inverting surface observations but the results are inherently non-unique. 40+ seismic and 13 GPS stations recorded similarly large co- & postseismic slip of 2004 Mw 6.0 Parkfield earthquake. We employ a hybrid GPU/CPU parallel approach to invert for the underlying stress and friction parameters. This is a highly non-linear, very high-dimensional problem (without the possibility of using gradients), which involves a computationally expensive dynamic forward problem consisting of two phases and a total of 1100 model parameters. The coseismic phase is described by the hyperbolic wave equation and the postseismic phase by the elliptic problem of linear elasticity, both coupled to an internal rate-and-state friction boundary condition. We constrain the inversion with seismic and GPS data. Our hybrid approach, in which we compute the coseismic phase on the GPU and the postseismic phase on the CPU, allows us to use 3 MPI processes per GPU. Our cluster with 8 Nvidia RTX A5000 GPUs constantly ran for more than 8 months to produce several millions of forward solutions. Our final model ensemble illuminates the dynamics of the 2004 Parkfield earthquake with unprecedented accuracy and provides estimates of stress drop, fracture energy, and radiation efficiency, which are usually hard to infer from pure surface observations.
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PP1  
A Fully Adaptive Iterative Scheme for Solving Bilevel Variational Inequality Problems.

The study of Bilevel Variational Inequality Problems (BVIP) has long been a subject of intense research interest, owing to the diverse applications in various fields such as science, engineering, medicine, cryptography, image and signal processing, and optimal control. In this presentation, we give overview of some methods proposed over time to solve variational inequality problems including bilevel case. In particular, this talk will introduce our recently proposed iterative scheme for solving BVIP involving monotone operators. The presence of the inertial parameter and more efficient step-size make the proposed algorithm a very robust scheme. Furthermore, our iterative scheme involves a single projection onto half-space which contributes to the reduction in the computational cost compared to some existing related work. Finally, we demonstrate the effectiveness of our proposed algorithm through some numerical experiments, highlighting its efficiency and clear advantages.
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PP1  
Implementation of the Parareal Algorithm in the Open-Source Nektar++ Spectral/hp Element Framework

Decomposing the spatial domain into multiple subdomains, each to be solved concurrently on individual processors, has become the traditional approach to reduce computational time for the numerical simulations of complex and large problems in high-performance computing. However, due to communication overhead, the maximum possible computational speed-up reaches an upper limit when the problem size per processor has become too small for distributed memory supercomputer architecture. In this respect, parallel-in-time algorithms are increasingly recognized as a promising solution to increase computational concurrency after the maximum speed-up has been achieved from pure spatial parallelism. One popular time-parallel approach is the Parareal algorithm of Lions et al. (2001) which exploits a fine and coarse time integrators in combination with an iterative procedure to achieve parallelism in time. Resulting from its simplicity, flexible and non-intrusive nature, as well as its applicability to both linear and non-linear problems, the Parareal algorithm has become one of the most popular parallel-in-time integration methods found in the literature. The implementation of the Parareal algorithm in the open-source Nektar++ spectral/hp element framework is described in this work. The extension of the MPI topology to allow concurrency in time and the implementation of a new driver subclass are presented. Applications of the Parareal algorithm to various problems are demonstrated.
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Evaluation Graphics Processing Units (GPUs) Performance of Bisicles Ice-Sheet Flow Solver

We evaluate the graphics processing unit (GPU) performance of the Berkeley-ISICLES (BISICLES) ice-sheet flow solver. Simulations that provide insights into future sea level rise require ensembles of simulations using high-resolution ice-sheet models, which can be computationally expensive. Solving time-independent stress balance equations to predict the ice velocity is the most computationally expensive part of ice-sheet simulations, both in terms of computer memory and execution time. To improve computational efficiency, we applied a Jacobian-free Newton-Krylov (JFNK) nonlinear solver using the Algebraic Multigrid (AMG) methods in the PETSc and Hypre libraries, running on AMD CPUs and NVIDIA GPUs. We focused on benchmark simulations for the evolution of continental scale Antarctica with three choices of finest spatial resolution near the grounding line: 2 km, 1 km, and 500 m. We demonstrate that GPU hardware capabilities can alleviate the computational cost and enable higher simulation throughput for future sea level rise predictions.
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