
An Integro-Differential Model of Language

Competition

Mallory Gaspard
gaspam3@rpi.edu

Peter Craig
craigp@rpi.edu

Erik Bergland
bergle@rpi.edu

Department of Mathematical Sciences, Rensselaer Polytechnic Institute

April 2, 2019

Abstract

We study the language shift and competition between the twelve 
most prominent world-languages while accounting for factors affect-
ing these trends such as governmental influences, migration between 
nations, and the interaction between competing languages. To model 
these effects, we propose an integro-differential equation, which is a 
partial differential equation (PDE), that takes the aforementioned fac-
tors into account and predicts the fate of these languages with regards 
to time and geography. We also carry out a stability analysis of our 
proposed model under certain circumstances.

In the first part of the investigation, following the establishment of 
our integro-differential equation model, we also construct a weighted 
digraph in Python using the United Nations Migrant Data from 1990-
2017 to identify the geographic locations and languages that act as 
keystones in the global language network. In addition, we execute a 
numerical simulation of our PDE model in Python, to model the pro-
jected future language shifts over time and compare the results from 
our model to the centrality calculations carried out on our digraph. 
From the numerical simulations, we predict that the number of mono-
lingual Hindustani speakers will show the greatest growth. Also in 
terms of the number of first language speakers, English will pass Span-
ish and Russian will pass Bengali. Furthermore, from our model, it 
is estimated that in the next fifty years, we can expect to see a rise 
in the number of English speakers, which will remain clear second be-
neath Mandarin. We can also expect to see a decrease in the number 
of Bengali speakers.
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1 Introduction

Using provided data on twelve major world languages that includes the num-
ber of native speakers and secondary speakers for each, we will develop a 
model that predicts the changes in native and total language speakers over 
time, while accounting for government influences, migration, and geogra-
phy. For further insight into the geographical connections between language 
speaking groups as well as previously reported migration trends, we also con-
struct a weighted digraph in Python using the Python libraries, NetworkX 
and the Basemap Toolkit in Matplotlib, to glean information about which 
geographical areas and countries are key players in determining language 
trends.

From our model, we are able to determine both the shifts in language speak-
ers over time as well as the geographical locations crucial to determining 
these changes. Based on our simulations, recognizing that the United States 
and China have a dominant influence, we have determined that the other 
countries that contribute significantly to determining language shifts and 
trends are Brazil, India, France, Spain, Russia, and Saudi Arabia. We also 
note that France, Spain, and India are particularly advantageous since these 
nations were found to be key geographical areas to the transitions that take 
place in the distribution of language speakers. These findings are a result of 
additional analysis of the structure of the world’s migration patterns.

Overall, these results provide rich insight into not only the dynamics of 
language shift and competition, but also the projected trends in behavior of 
our globalized world. Taking these results into consideration, greater light 
is shed on the ways in which we as global citizens can be the most effective 
and helpful to each other in the long run.

1.1 Background

Following the conclusion of World War Two, globalization has been increas-
ing, technology has been developing rapidly, and people from all cultures 
are becoming increasingly interconnected [23]. Today, there are over six-
thousand spoken languages on Earth, however, many of Earth’s inhabitants 
primarily speak one of twelve languages, presented in the table below. With 
the rate and influence of globalization increasing, projecting the trends and 
shifts in language speakers across the globe becomes essential to the success-
ful operation of the global workforce, as well as the effectiveness of business,
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1.2 Objectives

government, and policy.

Language Number of Native (Primary) Speakers (Millions)

Mandarin Chinese 897
Spanish 436
English 371

Hindi/Urdu 329
Arabic 290
Bengali 242

Portuguese 218
Russian 153
Punjabi 148
Japanese 128
French 76.7
Malay 23.1

Table 1: Commonly spoken languages on Earth and number of native pri-
mary speakers in millions. [31]

1.2 Objectives

We aim to develop a comprehensive model that will predict global language 
shifts and trends over time. Using provided data on twelve major world lan-
guages that includes the number of native speakers and secondary speakers 
for each, we will develop a model that predicts the changes in native and 
total language speakers over time, while accounting for government influ-
ences, migration, and geography. For further insight into the geographical 
connections between language speaking groups as well as previously reported 
migration trends, we also construct a weighted digraph in Python using Net-
workX and the Basemap Toolkit in Matplotlib, to glean information about 
which geographical areas and countries are key players in determining lan-
guage trends.

2 Models

In designing our model, we felt it was important to investigate pre-existing 
language competition models and studies to glean inspiration for our own 
model as well as identify areas that it can improve upon. In the primary 
cases we studied, language competition is modeled with differential equa-
tions that ultimately describe the manner in which languages under certain
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2.1 Abrams-Strogatz Language Competition Model

circumstances either take prominence over another language, or become ab-
sorbed completely by a dominant language.

2.1 Abrams-Strogatz Language Competition Model

One of the most prominent language competition models is the Abrams-
Strogatz Model [2]. This model is constructed on the assumption that each
language is a fixed entity, and that an individual will not switch from speak-
ing a certain language to speaking a language that has no speakers or is not
attractive. This model is given by the ordinary differential equation given
below.

dx

dt
= yPy,x(x, s) + xPx,y(x, s) (1)

Here, Py,x = cxas and Px,y = c(1 − x)(1 − s) are the transition functions 
governing the shift from speaking one language to another, and s is the status 
parameter. The status parameter is a real number whose value lies between 
0 and 1 and is a measure of the language’s attractiveness to potential and 
current speakers. It encompasses social and economic factors contributing 
to a language’s attractiveness, and its value plays a key role in determining 
a language’s fate.

One of the most significant benefits of the Abrams-Strogatz model is 
its simplicity and applicability. The Abrams-Strogatz model addresses the 
probabilistic nature of an individual’s decision to switch from speaking one 
language to another, as well as introducing the status parameter s that 
takes into account any social and economic factors that affect the speaker’s 
decision to switch from one language to another.

In the relevant studies[27][20], the parameter s is not easily estimated 
from real-world data, so it can be difficult to interpret in a modeling context. 
In many of these studies, s is treated as a single combination of any external 
factor that affects language spread, including the ones we are considering 
in our model. Thus, s does not consider the effects of government influ-
ence, migration, and language interactions distinctly nor does it consider 
the potential interaction between the factors.

In addition to the broad nature of the status parameter, the Abrams-
Strogatz model neglects to account for bilingualism. It inaccurately predicts 
that bilingual cultures do not exist. The model treats each society as a 
monolingual group, and neglects to account for societies in which multiple 
languages are spoken throughout. Furthermore, from the fixed-point analy-
sis, the model has two stable fixed points at x = 0 and x = 1. These fixed 
points predict that two languages in competition can never co-exist, and
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2.2 Walters Language Competition Model

that one will eventually become absorbed by the dominant language. In re-
ality, language shift dynamics are far more complex, as there are more than
just two languages in consideration, and it is possible for multiple languages
to compete without one completely overtaking the others [2].

2.2 Walters Language Competition Model

In 2014, eleven years after the Abrams-Strogatz model became popular-
ized, another language competition model was proposed by Catherine Wal-
ters [28], consisting of a system of partial differential equations of reaction-
diffusion type. Thus, in order for a one-directional language shift to occur,
there must be interaction between the two languages. The Walters model
assumes that each language is an independent entity, with one language
being dominant over the other. It also assumes that all individuals in the
population are monolingual, and like the Abrams-Strogatz model, it defines
a language’s dominance based upon its status and attractiveness to speakers.
Lastly, it assumes that there is no flux at the boundary between geographic
regions.

The Walters model is described by equation (2) below.{
∂u
∂t = d1∆u+ α1u− β1u2 + γuv
∂v
∂t = d2∆v + α2v − β2v2 − γuv

(2)

In this model, u(x, t), and v(x, t) represent the two competing languages, 
with u being the dominant language, and γuv is a cross term introduced to 
account for the perceived strength of language u over language v. According 
to the model, u and v will change with space and time, and these languages 
will diffuse out, with one eventually overtaking the other.

Perhaps the strongest feature of the Walters model is the treatment of 
each language as an independent entity and the inclusion of the spatial 
dependence as well as the time dependence of language diffusion. In the 
Abrams-Strogatz model, spatial dependence was neglected. Thus, the Wal-
ters Model is more realistic in terms of the spatial effects on the diffusion 
and competition of languages.

While this model is useful for predicting the outcome of competition 
between two languages, one of its weakest features is the a priori assump-
tion that one language is dominant over the other. With that being said, 
the Walters Model assumes that one language will always benefit from any 
competition with the other. This assumption may be justified in certain 
contexts, such as when there is initially a large disparity in speakers. How-
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ever, this assumption precludes the possibility that the formerly submissive
language could, in principle, grow to have more speakers than the dominant
language. At this point, one would expect that the average speaker would
perceive the formerly submissive language as the more attractive option.
Since the Walters model does not allow for this possibility, we dispense with
that assumption in our model, among other changes.

2.3 Our Model

Following the establishment of our assumptions and consideration of the
pre-existing language competition models described above, we were able
to effectively formulate a single language spread and competition model
dependent on space and time, that encompasses distinct factors on language
spread such as government influence, migration, and the interaction between
languages. In the construction of our model, for mathematical purposes, we
identify a few assumptions to note.

• Geographical Assumptions

1. Each geographical region is a rectangle on a grid

2. There is no flux across the boundary of each geographic region,
thus, travel between regions is viewed as “teleportation”

• Technological Assumptions

1. Access to internet-based language services such as Google Trans-
late falls within the government influence category

We developed a nonlinear partial differential equation that describes the
spread of a language.

∂Li
∂t

= Di∆Li + S(x, Li), 1 ≤ i ≤ 12 (3)

Where

S(x, ~L) = riLi

(
1−Li

K

)
−G(~x)

∂Li
∂t
−εg

(
∂Li
∂t

)
+

∫
W
A(x−x′)Li(x′, t)dx′+Q(~L)

(4)

Q(~L) =
∑
j 6=i

γi,jsgnε2(Li − Lj)LiLj (5)

The meaning of each term is displayed in the table below.
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2.3 Our Model

Term Significance

Li Language
x Spatial Coordinate
ε Small Parameter (emphasizes that the term it multiplies is small)
K Carrying Capacity of the Earth
G(x) Linear Governmental Influence
g(∗) Nonlinear Governmental Influence

A(x− x′) Migration
W The Domain, Represents an approximate world map

The main inspiration for the form of equation (1) is the Walters model, 
as can be seen in the previous section.

When one ignores the nonlinear terms on the right-hand side of that 
equation, the model reduces to a simple diffusion equation, where the speak-
ers propagate away from their initial locations. Our model also includes this 
term, and thus this behavior. In addition, the second term on the right hand 
side deals with how the number of speakers of a given language grows with 
time. The operational assumption is that the number of speakers increases 
logistically, which is a standard axiom when analyzing competing popula-
tions [1]. Once again, our model retains this term and this behavior. The 
third and final term in equation (4) indicates what happens when the two 
languages interact. The term is related to the law of mass action, and states 
that when both languages are present in an area, speakers convert to the 
dominant language and leave the dying language at a rate proportional to 
the product of the number of speakers of both languages. Once again, this 
interaction term is directly taken from the study of competing populations 
in ecology, and is the term used to represent predation in the Lotka-Volterra 
predator-prey equations [4]. As mentioned previously, it is in this term that 
our model begins to diverge from the one used in the Walters paper. There is 
a predation-type term for each pair of languages in our model. However, the 
sign of the interaction is not set a priori, but is determined by the current 
magnitude of the number of speakers of each language. Thus, if language i 
has more speakers than language j, language i will win over speakers from 
language j.

The terms following the language interaction terms are new additions 
and have no analogue in the Walters model. The first of these new terms 
represents the influence that a government can have on the adoption of a 
language. Often, governments work to maintain the status quo. As such, we 
model the influence of government as a term which resists large changes in
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the languages spoken within its domain at any given time, i.e. it is a mono-
tonically decreasing, unbounded function of the derivative of the number of 
speakers of a given language with respect to time. The leading term of this 
function is linear in the time derivative of the number of speakers, and is 
hence denoted the ”linear government influence.” This function does include 
a spatial dependency, since the governments of the world are not monotone 
in their resistance to new languages within their borders. For example, the 
Canadian government actively promotes two languages, English and French.

The final term in equation (4) represents the migration of language 
speakers. As is explained in more detail, the diffusion of speakers is limited 
by the presence of no-flux boundary conditions at the borders of each coun-
try, as people tend not to leave their home nations simply for the purposes 
of completing a random walk. Thus, this final term represents purposeful 
migration from one location to another. The term takes the form of an 
integral over the entire world map, with the weighting function or propaga-

tor A(x − y) representing a probability that an individual will move from 
location y to location x. Thus, the integral calculates the expected number 
of speakers who will migrate to a given location. As can be seen from its 
functional form, A(x − y) depends only on the distance between two points 
in the world, and not any other regional considerations. While there ex-
ist many valid criticisms of this assumption, it has been made to simplify 
the analysis that follows and stands as one of the points which we wish to 
improve upon with future studies.

3 Analysis

3.1 Stability Analysis

In order to glean some insight into the potential behaviors of our model, we 
analyze the stability of a simplified case of our particular integro-differential 
equations. In this section, we limit the analysis to only two languages, 
as is common in the literature. Furthermore, we assume that the term 
representing the government’s resistance to change is strictly linear, and 
does not vary in space. As a final notational convenience, we denote the 
languages in question as u and v instead of L1 and L2. Now, it is clear that 
u = 0, v = 0 are constant steady-state solutions to our model under the 
assumptions given. Thus, we analyze the global stability of these solutions 
using the classical energy method, following the procedure given in [28], [22]. 
Given the assumptions above, our model can be simplified.
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∂u

∂t
= D1∆u+ S1(x, u, v) (6)

∂v

∂t
= D2∆v + S2(x, u, v) (7)

We define the functions S1(x, u, v), S2(x, u, v) as follows.

S1(x, u, v) = r1u(1− u

K
)−G∂u

∂t
+

∫
W
A(x−x′)u(x′, t)dx′+γsgn(u−v)uv (8)

S2(x, u, v) = r2v(1− v

K
)−G∂v

∂t
+

∫
W
A(x−x′)v(x′, t)dx′−γsgn(u−v)uv (9)

We find that in this reduced model, under certain conditions on the 
parameters of the problem and the initial data, the solution u = 0, v = 0 
can be globally stable. We list the full details of this derivation in Appendix 
A, as well as the associated conditions mentioned. However, this exercise 
demonstrates that the model can exhibit stable steady-state behavior, which 
bodes well for making long-term predictions in the more general case which 
is used for simulation purposes.

4 Implementation of the Model

4.1 Global Language Graph and Migration Digraph

While the partial differential equation models language shift and competi-
tion over space and time, it is still important to consider the actual connec-
tions between geographic regions and countries speaking certain languages. 
To model the actual connection between speakers of certain languages, we 
elected to assume a graph-theoretical approach. To begin, we grouped coun-
tries by their official language. We considered eleven commonly spoken 
languages (with respect to primary speakers): Chinese-Mandarin, Spanish, 
English, French, Portuguese, Hindi, Punjabi, Russian, Arabic, Japanese, 
and Bengali. In this portion, we did not consider Malay due to it’s negligi-
ble effects on the network. According to 2018 data from Ethnologue, Malay 
has far fewer native speakers than the other languages considered in our 
list and is only concentrated as an official language within four countries 
around the Malaysian Peninsula [12]. Furthermore, according to recent CIA 
data from The World Factbook, Malaysia has a low migration rate, which 
indicates that while a small portion of Malay-speakers are moving away, 
these effects are negligible compared to the other countries in our study [3].
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4.1 Global Language Graph and Migration Digraph

Malay-speaking migrants are primarily leaving Malay-speaking countries for
places like Australia and Singapore which are primarily English-speaking
and Chinese-speaking countries [25]. Thus, with Malay’s highly localized
concentration in Southern Asia,small number of native speakers in compar-
ison to others considered in our study, and small movement into English-
speaking and Chinese-speaking countries, Malay’s effects on the network
were negligible.

In this portion, for each of the eleven languages, we identified the nations
whose primary official language matched the language in consideration [31].
Then, we obtained longitude and latitude coordinates for the center of each
nation [17]. In Python, we wrote a program employing NetworkX functions
and the Basemap Toolkit in Matplotlib to place graph nodes on a world
map corresponding to the coordinates of each country’s longitudinal and
latitudinal centers, and we assigned a specific color to each node according
to the official language spoken in that country. Then, to generate the edges,
we connected all of the nodes of the same color to each other. Thus, we
are left with eleven disjoint, undirected graphs, exhibiting the geographic
connections between same-language groups across the globe.

For further insight into the current geographic distribution and the key-
stone locations of each language, as well as the global migratory trends for
the past few decades, we employ the United Nations migrant data for to-
tals between 1990 and 2017. With this, we aim to identify the countries
that are essential to the structure of this network and the countries most
influential in the language network. By identifying these locations, we will
be able to understand the geographical areas historically most responsible
for a language’s vitality and compare them with results from the numerical
simulations to determine which of these locations are most significant in de-
termining shifts in language speaker over time. To begin, we maintained the
structure of the graph developed in the previous section, and removed all of
its edges. We then parsed the United Nations migration data, and assigned
an edge between two countries where inhabitants are involved in migration.
For computational purposes, we assume that the migration between coun-
tries with fewer than 10,000 migrants per year is negligible. We also assume
that the individuals speak the origin country’s language, but will switch
languages once they become a part of the destination country’s population.
We assigned a weight on the edge directed from the origin country to the
destination country, given in equation (7).

W =
Ptotal

10, 000
(10)
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4.1 Global Language Graph and Migration Digraph

Figure 1: World Map graph with connections between countries with the
same official primary language
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4.1 Global Language Graph and Migration Digraph

Here Ptotal is the total number of migrants from the origin country to the
destination country recorded from 1990 to 2017. Now, with regards to direc-
tion, in most cases, migration was strongly one-directional. The number of
individuals migrating in the reverse direction is virtually negligible. There-
fore, we assigned the edge direction according to the country receiving the
higher number of migrants. Thus, weighted edges go into countries receiving
the immigrants [26][17][21][35][30][13][14][11][33][32][34][10] [8].

Following the generation of the language migration digraph, we are now
ready to gain insight into the geographical areas that are essential to lan-
guage vitality, and which of these countries are currently receiving the most
new inhabitants. We investigate two types of centrality, Betweenness Cen-
trality and Eigenvector Centrality, both of which will give us insight into
the nodes that are crucial to the structure of this network. The Between-
ness Centrality value for each node will help us to identify which locations
either hinder or encourage language spread from one language to another
based primarily on the amount of individuals choosing to migrate there and
the countries they originate from [36]. The Betweenness Centrality value is
defined below in equation (8).

cb =
∑
s,t∈V

σ(s, t|v)

σ(s, t)
(11)

Here s, t are nodes in the node set V , σ(s, t) is the number of shortest paths
between s and t and σ(s, t|V ) is the number of paths passing through a
node v 6= s, t [19]. Similarly, the Eigenvector Centrality of the network will
help us to identify those countries that are most influential in our migra-
tion and language network. The strongest countries will not only receive
a significant number of migrants from a greater number of countries, but
it will receive migrants from other relatively influential countries as well.
In other words, migrants immigrating to a certain country will take their
country’s influence with them. For example, if migrants choose to leave a
country whose immigration numbers are high, they will bring that influence
with them to the country they elect to immigrate to. Now, according to the
Perron-Frobenius Theorem, the adjacency matrix will have a single largest
eigenvalue. In this case, the largest eigenvalue from the graph’s adjacency
matrix will correspond to the eigenvector used to calculate the network’s
Eigenvector Centrality [24]. Thus, the Eigenvector Centrality for a given
country in the migration-language network is given by equation (9).

λei =
∑
j

Aijej (12)
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4.1 Global Language Graph and Migration Digraph

Figure 2: Migration digraph showing collective shifts in population and 
language concentration from 1990-2017. Note: Both graphs in this image 
are the same and are on the same scale.
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4.1 Global Language Graph and Migration Digraph

Here Aij is the adjacency matrix entry corresponding to the connection
between the ith and jth nodes, and ej is the jth node’s centrality, which is
the sum of all of it’s connections to the other nodes in the network [5]. In
Python, a script was written using the NetworkX module to calculate both
the Betweenness Centrality value and Eigenvalue Centrality of each country
in the network. In the table below, we present the five countries considered
in our digraph with the highest Betweenness Centrality values.

Keystone Nations Official Language(s) cb
United States English 0.0184

China Chinese (Mandarin) 0.00638
France French 0.00425
Spain Spanish 0.00179
India Hindi and Punjabi 0.00005599

Table 2: Top-five nations crucial to structure of the language network and
language competition based on Betweenness Centrality calculations. These
values point out the nations that are essentially ”migration hubs,” as they
have the strongest influence language flow throughout the network.

Similarly, for the Eigenvalue Centrality Results, we present the five coun-
tries considered in our digraph with the highest Eigenvalue Centrality values.

Keystone Nations Official Language(s) ei
France French 0.697

United States English 0.638
Spain Spanish 0.322
China Chinese (Mandarin) 0.0476
Russia Russian 0.0118

Table 3: Top-five nations most influential in the language network based 
on Eigenvalue Centrality values. The Eigenvalue Centrality identifies these 
countries as being the most influential in language shift and migration based 
upon their immigrants’ origin countries, as well as the number of distinct 
countries that these five countries receive immigrants from.

Now that we have gained appropriate insight into which countries have 
played the most significant role in language trends over the past twenty-
seven years, we will be able to couple this information with the results from 
the numerical simulations of our model and incorporate all of these results 
into making decisions for our client.
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4.2 Numerical Simulation

4.2 Numerical Simulation

4.2.1 Methodology

Our simulations are heavily based on the language competition integro-
differential equation that we have developed. This equation is slightly mod-
ified for the ease of computation and the specifics of these modifications
are discussed in the proceeding paragraph., Following the modifications, the
simulation was then implemented in countries around the world. The sim-
ulations run over a selection of 43 different countries and include 12 of the
most heavily used languages in the world.

The primary modification to equation (4) imposed within the numerical
simulations is an adjustment to our migration term. Instead of evaluating
an integral at every time step, the simulation uses current data to estimate
the number of migrants in each country based upon the country’s current
population. New people arriving in a given country are assumed to have a
language distribution identical to the rest of the world, and people leaving
a given country are assumed to have the same language distribution as the
country they are leaving. In addition, the nonlinear government interaction
term in equation (4) is neglected. This is equivalent to setting ε equal to
zero.

The resulting equation is solved using a finite element method, in which
each country is assigned a grid size based upon its geographical size. Since
the solutions in each country are effectively independent, during each time
step the status of each country is updated individually, and then new global
totals for the number of speakers of each language are calculated.

A government parameter is also present in our simulations. This is es-
timated when possible using historical data, and otherwise based upon the
number of official languages in that county. In particular, countries with a
greater number of official languages is assigned a higher government resis-
tance value, which helps the less common languages to survive. Ultimately,
this is usually not enough to counteract the tendency for people to switch
to a nation’s primary language unless there is also considerable support
from immigrants to maintain the speaking population. Over time the minor
languages tend to only be spoken by bilingual individuals.

4.2.2 Assumptions

• All of the language interaction values are the same in order to make the
implementation of the numerical simulation computationally simpler.
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4.3 Simulation Results

• Migration is approximated within the simulation as an appropriate
number of people added to the center of a country, which then diffuse
throughout. The number of people added is determined by the cur-
rent rate of migration per thousand people for that country, which we
assume to be a constant throughout the simulation.

• between distinct language speaking populations primarily occurs dur-
ing migration.

• While people who speak more than two languages can be included in
the simulations as an additional language-speaking group, they were
neglected due to their relative scarcity.

4.2.3 Historical Data Comparisons

A good check that our simulations are producing reasonable results can be 
obtained using historical data on the loss of low-usage languages. Our sam-
ple cases include Welsh and Gaelic, both of which have been overrun by 
English in the last hundred years. There are now no monolingual speakers 
of either language, which is exactly what our model predicts. The simula-
tions are able to nicely reproduce the historical data for the lost languages, 
but are a rough approximation to the English data because of various fluc-
tuations in the total population, due to factors like migration [37].

This model is capable of matching the data at least as well as models 
created in the past, but will be able to better handle predictions of gov-
ernment and social interactions in the rate of degradation for less common 
languages.

4.3 Simulation Results

Our simulations have been run under a variety of different conditions regard-
ing government behavior and interactions between languages. Ultimately 
the primary impact of variations in these parameters is to determine how 
quickly less common languages will disappear. The initial conditions have 
been determined based on any information available about the number of 
speakers for different languages around the world[34] [29] [15] [16] [30] [32]
[10] [13] [14] [8] [9] [7].

All of our simulations indicate that Mandarin will remain the most com-
mon native language in the world, primarily because of the large carrying
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4.3 Simulation Results

Figure 3: This plot shows the number of primary languages speakers for
English and Welsh over a 100 year period. The points indicate historical
data, and the two curves are produced by our simulations
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4.4 Spatial Dependence

capacity of China, which allows for a large total population. Our simulations
also indicate that Bengali will become less significant over time due to the
eventual loss of many speakers in India. Since most of that population is
predicted to eventually switch to Hindustani, that language eventually sur-
passes several others. While government support helps to reduce the rate of
this degradation, it is not enough to prevent substantial losses. The Spanish
and English native speaker populations are also likely to trade places in the
future.

Figure 4: Number of native language speakers for 12 languages over a 100 
year interval, which begins at the present day

4.4 Spatial Dependence

Our countries are initialized as a rectangular grid, the size of which is deter-
mined by the total surface area of the nation. In its current form the spatial 
dependence of the simulation is not of particular interest. The end effect is 
that if the migration term is zero, then the distribution of people is uniform 
throughout the country. If the migration term is not zero, then there is 
an abundance or a lack of people in the central regions, so the population
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4.5 Bilingual Populations

then diffuses as one would expect. Since this behavior is of relatively lim-
ited interest for the purposes of this project, we will not include any further 
analysis of the spatially-dependent behavior.

4.5 Bilingual Populations

Our simulations can account for bilingual populations as well as the mono-
lingual populations. These populations behave a bit differently based upon 
historical data, with less common languages degrading at a much slower 
rate for bilingual speakers. With this in mind, bilingual populations have a 
considerably smaller language interaction term, which prevents rapid decay 
of their population. Especially with migration our simulations indicate that 
it is quite possible for a bilingual population to remain stable and maintain 
an uncommon language, at least for periods of a few hundred years. This 
calming of parameters helps to maintain a higher number of speakers for 
several languages, and has a large effect on the number of English speak-
ers. Since there are many people who learn English as a second language, 
including this population makes the language much stronger, and it remains 
dominant over everything except for Mandarin throughout the simulation.

4.6 Limitations and Future Improvements

The biggest limitation of our current model is the migration term, which is 
designed to manage interactions between different countries. The current 
model has been adopted primarily for the simplicity of implementation. A 
reasonable future continuation of this model would be to simulate a more 
complex migration term, which would really link countries together and 
create more spatial dependence.

5 Conclusions

Our simulations indicate that in terms of native speakers, Bengali will trade 
places with Russian in terms of relative propensity. This is due to the large 
portion of the Bengali native speakers who now live in India, where the 
model predicts a decrease in this population. Russian however tends to be 
the dominant language in most countries that make a large contribution to 
the overall number of native speakers, so no substantial portion of this pop-
ulation will decay. By similar reasoning, the simulations predict that the
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population of natural language English speakers will pass the Spanish pop-
ulation. The largest predicted shift for monolingual speakers is the rise of 
Hindustani, which becomes the second most common language. Most of this 
population is present in India, and results from Bengali speakers switching 
to Hindustani. Including bilingual individuals makes the total Spanish pop-
ulation somewhat more stable, and creates a large boost for English, which 
then becomes much closer to matching Mandarin, and takes clear second 
in terms of total speakers. Most other behavior remains the same with the 
addition of bilingual people.

The simulations have indicated that regions with high population den-
sities and regions receiving a considerable number of immigrants are geo-
graphic keystones to global language trends. From the numerical simula-
tions and the graphs, the United States and China are the most influential 
countries in the network. While these two countries are highly significant, 
there are several other nations that have proved to be of great importance 
as well. Based on Betweenness Centrality value, India is a crucial country 
in the structure of the network, as it has a high population density and 
receives a large number of migrants. On the other hand, while Brazil is 
not as crucial to the overall structure and flow within the network based on 
Betweenness Centrality values, it has a large population and it contributes 
relatively significantly to migration throughout the language network, as it 
receives immigrants from and contributes immigrants to highly influential 
countries such as Spain, China, France, and the United States. In addition, 
Spain, France, and Russia prove to be crucial countries in the network as is 
reflected in both the results of the numerical simulation and the digraph.

From the numerical simulation we see that the these regions have a rea-
sonable population density and the vast majority of the population speak 
a single language. This makes it easy for our representatives to communi-
cate with most of the people in the region. From the digraph, Spain and 
France have some of the highest Betweenness Centrality and Eigenvector 
Centrality values, suggesting that they are not only crucial to the network’s 
structure and the flow of language shift, but they are also two of the most 
influential nations in the network. Thus, they are receiving a high number 
of immigrants from many distinct countries, and are also receiving immi-
grants from other influential countries, boosting their overall influence in the 
migration-language flow. Similarly, Russia has a comparably high Eigenvec-
tor Centrality value, validating them as an important player in the network. 
While Russia does not receive as many immigrants as the other countries in
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the network, they receive a considerable number of immigrants from more-
influential nations. Geographically, they have European, Middle-Eastern, 
and Asian influence, making them a fairly central and important location to 
consider. Finally, although Saudi Arabia’s migration totals and centrality 
values do not suggest that it is as influential as other countries considered in 
the study, Saudi Arabia receives a fairly significant number of immigrants 
from a variety of Middle Eastern, Arabic-speaking nations. Its geographic 
location in the network and its migration totals render it important in con-
sidering the overall behavior of the flow throughout the network. Future 
research in the simulated model will primarily be focused on the additional 
inclusion of migration effects, with a more realistic model that includes dif-
fering migration rates from different regions of the world. This would have 
an effect on the language distribution of the incoming individuals.

All in all, we have established a practical integro-differential equation 
model for language shift and competition which accounts for governmen-
tal influence, interaction between multiple languages, and migration that 
is capable of predicting language trends over time. We have also success-
fully developed a detailed digraph to model the connection between various 
language speaking populations as well as serve as a reasonable point of com-
parison with our numerical simulations, to provide an additional resource 
for predicting language trends. Overall, we have successfully gleaned insight 
into the intricate patterns and influences governing the fate of the spoken 
word across the globe.
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8 Appendix A- Proof of Stability

As discussed in the section on stability analysis, the equations for our model
can be reduced.

∂u

∂t
= D1∆u+ r1u(1− u

K
)−G∂u

∂t
+

∫
W
A(x−x′)u(x′, t)dx′ +γsgn(u− v)uv

(13)

∂v

∂t
= D2∆v+ r2v(1− v

K
)−G∂v

∂t
+

∫
W
A(x− x′)v(x′, t)dx′− γsgn(u− v)uv

(14)
Since the government influence term has been assumed to be constant,

we rescale the time variable so that the influence of the government term is
felt in the changed timescale. Introducing the new variable τ = (1+G)t, the
government influence term on the right-hand side combines with the time
derivative on the left-hand side, yielding equations (12) and (13).

∂u

∂τ
= D1∆u+ r1u(1− u

K
) +

∫
W
A(x− x′)u(x′, t)dx′ + γsgn(u− v)uv (15)
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∂v

∂τ
= D2∆v + r2v(1− v

K
) +

∫
W
A(x− x′)v(x′, t)dx′ − γsgn(u− v)uv (16)

For the purposes of the analysis, we introduce the following inner prod-
uct, and its associated norm defined in equations (14) and (15).

(u, v) =

∫
W
u(x)v(x) dx (17)

||u|| = (u, u)1/2 (18)

Additionally, we introduce the following important inequalities which
will be used repeatedly in the analysis to follow. They are the Cauchy-
Schwartz inequality and the Sobolev inequality.

∫
W
u(x)v(x) dx ≤

(∫
W

(u(x))2 dx

)1/2(∫
W

(v(x))2 dx

)1/2

(19)

(∫
W

(u(x))4 dx

)1/2

≤ c
∫
W
|∇u|2 dx (20)

Here the constant c = c(W ) is a function of the domain W only. Cru-
cially, the latter inequality holds only for functions that are a member of the
Sobolev-Hilbert space H2

0 (W ) = {u(x)|u(x) = ∇u(x) = 0, x ∈ ∂W}, so we
make the assumption that our solutions inhabit this space at the beginning
of the analysis. This space is characterized by the property that the function
and its first derivative vanish on the boundary of the domain W [6]. This
fact will be useful in the derivation to follow.

In order to show that the solution tends towards (u, v) = (0, 0), we con-
struct a function E(u, v), called an energy function, which is non-negative,
monotonically decreasing along the flow of the model, and achieves its mini-
mum at the point (0, 0). If we can accomplish this, we will have shown that
the flow causes any point to move in a direction that causes the energy func-
tion to achieve its minimum, which occurs precisely at the origin. Thus, any
disturbances from the origin will ultimately decay. To this end, we define
the energy function given in equation (18).

E(u, v) =
1

2
(||u||2 + ||v||2) (21)
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We multiply equation (7) by u and equation (8) by v and integrate over
the domain W.

1

2

∂||u||2

∂τ
= D1

∫
W
u∆u dx+r1

∫
W
u2 dx−

∫
W

u3

K
dx+

∫
W
u

∫
W
A(x−x′)u(x′, t)dx′ dx

+

∫
W
γsgn(u− v)u2v dx (22)

1

2

∂||v||2

∂τ
= D2

∫
W
v∆v dx+r2

∫
W
v2 dx−

∫
W

v3

K
dx+

∫
W
v

∫
W
A(x−x′)v(x′, t)dx′ dx

−
∫
W
γsgn(u− v)v2u dx (23)

Using integration by parts and the fact that functions in the Sobolev-
Hilbert space vanish on the boundary, each equation can be rewritten as
follows.

1

2

∂||u||2

∂τ
= −D1

∫
W
∇u2 dx+r1

∫
W
u2 dx−

∫
W

u3

K
dx+

∫
W
u

∫
W
A(x−x′)u(x′, t)dx′ dx

+

∫
W
γsgn(u− v)u2v dx (24)

1

2

∂||v||2

∂τ
= −D2

∫
W
∇v2 dx+r2

∫
W
v2 dx−

∫
W

v3

K
dx+

∫
W
v

∫
W
A(x−x′)v(x′, t)dx′ dx

−
∫
W
γsgn(u− v)v2u dx (25)

As is clear from the definition of the energy function, equations (21) and
(22) yield equation (23) for the derivative of the energy with respect to τ ,
denoted Ė.

Ė = −D1

∫
W
∇u2 dx+r1

∫
W
u2 dx−

∫
W

u3

K
dx+

∫
W
u

∫
W
A(x−x′)u(x′, t)dx′ dx+∫

W
γsgn(u− v)u2v dx−D2

∫
W
∇v2 dx + r2

∫
W
v2 dx−

∫
W

v3

K
dx+∫

W
v

∫
W
A(x− x′)v(x′, t)dx′ dx−

∫
W
γsgn(u− v)v2u dx (26)
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We will split the terms on the right-hand side of equation (18) into three
groups: P, I, and N. The terms in P are positive-definite and quadratic, the
terms in I will be quadratic, and the terms in N are the higher-order terms.
With these definitions in order, we obtain expressions for P and I.

P = ||∇u||2 + ||∇v||2 (27)

I = r1||u||2 + r2||v||2 (28)

N = −
∫
W

u3

K
dx+

∫
W
u

∫
W
A(x−x′)u(x′, t)dx′ dx+

∫
W
γsgn(u−v)u2v dx

−
∫
W

v3

K
dx +

∫
W
v

∫
W
A(x− x′)v(x′, t)dx′ dx−

∫
W
γsgn(u− v)v2u dx

(29)

Here, we have made use of the definition of the norm and inner product
of the space to simplify the relations given. As a result of these definitions,
may be rewritten in the form below.

Ė = −P + I +N (30)

We now make another definition to simplify equation (22). Clearly, we
have that I

P ≤ maxφ∈H2
0 (W )

I
P . To this end, we define a constant ω.

1

ω
= max

φ∈H2
0 (W )

I

P
(31)

With this definition in hand, we obtain equation (29).

Ė ≤ −P (1− 1

ω
) +N (32)

We now proceed to bound the terms that comprise N. We begin with
−
∫
W

u3

K dx and the analogous term for v.∣∣∣∣∣
∫
W

(u(x))3

K
dx

∣∣∣∣∣ ≤ 1

K

(∫
W

(u(x))4 dx

)1/2(∫
W

(u(x))2 dx

)1/2

≤ c1
K
||∇u||2||u||

(33)
The constant c1 arises from the Sobolev inequality. The term involving

v3 has an identical bound, with a constant c2. Next, we consider the terms
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with mixed powers of u and v.∣∣∣∣∣
∫
W
γsgn(u(x)− v(x))(u(x))2v(x) dx

∣∣∣∣∣ ≤ γ
∣∣∣∣∣
∫
W

(u(x))2v(x) dx

∣∣∣∣∣
≤

(∫
W

(u(x))4 dx

)1/2(∫
W

(v(x))2 dx

)1/2

≤ γc3||∇u||2||v||

(34)

Once again, the analogous term has an identical bound with the role of
u and v switched, and a new constant c4. Finally, we turn to the terms
involving the propagator.∣∣∣∣∣
∫
W
u(x)

∫
W
A(x− x′)u(x′, t)dx′ dx

∣∣∣∣∣
≤

(∫
W

(u(x))2 dx

)1/2(∫
W

(∫
W
A(x− x′)u(x′) dx′

)2

dx

)1/2

≤

(∫∫
W 2

(A(x− x′))2 dx′ dx)

)1/2(∫
W

(u(x))2 dx

)1/2(∫
W

(u(x′))2 dx′

)1/2

(35)

We note that the double integral on the right-hand side indicates that the
domain W is being integrated over twice, once for each vector variable. We
rename the term involving our kernel A(x− x′) to cA, since it is a constant
that depends only on the choice of kernel for the model.

We have almost bounded Ė, we merely note the following relations listed
below.

||u|| ≤
√

2E1/2, ||v|| ≤
√

2E1/2 (36)

||∇u||1/2 ≤ P

D1
, ||∇v||1/2 ≤ P

D2
(37)

Using these results, it is simple to show that the derivative obeys the
bound given below.

N ≤ mPE1/2 + nE (38)

Here m =
√
2c1

KD1
+

√
2c2

KD2
+
√

2c3γ +
√

2c4γ and n = 4cA. Making use of
these results, we rewrite equation (35) in the form given below.

Ė ≤ −P (1− 1

ω
−mE1/2) + nE (39)
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In order to obtain our final result, we must make use of one last result
regarding functions in the Sobolev-Hilbert space. These functions are known
to obey the Poincaré inequality.

||∇ψ||2 ≥ λ1||ψ||2 (40)

Here, the λ1 is understood to be the smallest eigenvalue of the Dirichlet
problem ∇2ψ = −λψ with u being zero on the boundary of the region. We
note that the eigenfunctions of this problem span the space in question, and
as such the solutions to the model can be written as a linear combination
of them, which will be useful in the remaining analysis to follow. We apply
the Poincaré inequality to both u and v.

||∇u||2 ≥ λ1||u||2 (41)

||∇v||2 ≥ λ1||v||2 (42)

We can add these two results to obtain the following equation.

P = D1||∇u||2 +D2||∇v||2 ≥ κE (43)

Here, κ =min(2D1λ1, 2D2λ1). Thus, applying this result to equation
(31), we obtain a new bound on .

Ė ≤ −P (1− 1

ω
−mE1/2) + nE ≤ −P (1− 1

ω
−mE1/2) +

nP

κ

= −P (1− 1

ω
−mE1/2 − n

κ
) (44)

Thus, we have obtained a result bounding the rescaled time derivative of our
energy function in terms of −P . Using the Poincaré inequality once more,
we can obtain a result in terms of E on the right-hand side. However, we
first prove that the term within the parentheses is a positive quantity for all
times τ . At the minimum, we must require that 1− 1

ω −
n
κ > 0.

In order to derive further guarantees, we must first make another as-
sumption regarding the energy function. Following [28], we demand that
0 < 1 − 1

ω − mE
1/2(0) − n

κ . If we can then prove that E1/2(0) > E1/2(t)
under these circumstances, then the term in parentheses is always positive,
and we will have achieved our desired result.

Ė

To this end, we apply equation (36) at τ = 0. Given our initial assump-
tions regarding the energy function at this time, we have that at τ = 0
< 0. Now, suppose that we assume that at some time τ0, the term in 

parentheses on the right-hand side of the inequality is positive. Then, by

122



the Intermediate Value Theorem there must be some τ1 < τ0 such that
the term in parentheses is zero. For all τ such that 0 < τ < τ1, we must
then have that the term in parentheses is negative, and thus on the interval
(0,τ1) E is a decreasing function. Therefore, on this interval we have that
E(τ) < E(0) < 1

m(1− 1
ω −

n
κ ). Via another appeal to continuity, we should

also have that E(τ1) < E(0) < 1
m(1 − 1

ω −
n
κ ). However, by assumption

E(τ1) is equal to the term on the right-hand side of this inequality. So, we
have obtained a contradiction and can thus conclude that the term in the
parentheses on the right-hand side of equation (36) is always positive, and
we can thus simplify the claim to that of equation (42).

Ė ≤ −ρP (45)

Here, we have shown that ρ is always positive by the above argument. Fi-
nally, applying the Poincaré inequalty once more, we obtain equation (43).

Ė ≤ −ρκE (46)

So, we have found that given the assumptions detailed above, the con-
stant steady-state solution where both languages die out is a stable steady
state. To complete the analysis, we identify when 1 − 1

ω −
n
κ > 0. To this

end, we recall the definition of ω. Thus, we maximize the functional I
D . The

standard method for optimizing a functional is to use the Euler-Lagrange
equations [18]. To that end, we apply them to the given functional to obtain
two results.

ωr1u+D1∇2u = 0 (47)

ωr2v +D2∇2v = 0 (48)

As was mentioned earlier in the analysis, the eigenfunctions of the Dirich-
let problem ∇2ψ = −λψ form a basis for functions in the Sobolev-Hilbert
space, which we take advantage of here. We expand both u and v in terms
of these solutions.

u =

∞∑
n=1

unψn, v =

∞∑
n=1

vnψn (49)

We then substitute these results into the Euler-Lagrange equations and 
utilize the relationship between the eigenfunctions, eigenvectors, and the 
operator ∇2.
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ωr1

∞∑
n=1

unψn = D1

∞∑
n=1

nunψn (50)

ωr2

∞∑
n=1

vnψn = D2

∞∑
n=1

nvnψn (51)

Since the eigenvalue λ1 is the smallest, we obtain the following bounds
from equations (47) and (48).

ωr1

∞∑
n=1

unψn > λ1D1

∞∑
n=1

unψn (52)

ωr2

∞∑
n=1

vnψn > λ1D2

∞∑
n=1

vnψn (53)

Given these inequalities, we can guarantee our required condition will
hold whenever the following inequalities are satisfied.

λ1 >
κr1

D1(κ− n)
, λ1 >

κr2
D2(κ− n)

(54)
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