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Substance Use and Abuse

Executive Summary

In recent years, substance abuse has intensified to an alarming degree in the United
States. In particular, the rise of vaping, a new form of nicotine consumption, is danger-
ously exposing drug abuse to a new generation. With the need to understand how sub-
stance use spreads and impacts individuals differently, our team seeks to provide a report
with mathematically-founded insights on this prevalent issue.

We first strove to predict the spread of nicotine use due to both vaping and cigarettes
over the next decade. By comparing the spread of nicotine use to an infectious disease, we
modified the SIRS epidemiology model to create our adapted SIRI model in which indi-
viduals are divided into four compartments: infected (drug users), recovered (who quit
drugs), susceptible (potential drug users), and non-susceptible (those who will never use
drugs). People progress from susceptible to infected to recovered, but may relapse into
their old habits, causing them to re-enter the infected population. Birth and death rates
of our designated population were modeled with linear equations. We solved a system of
differential equations to determine e-cigarette and cigarette use in 2029: 26.63% of the
American population will vape and 6.45% will smoke cigarettes. These results align with
the expectation that vaping will increase in popularity while cigarette smoking declines.

Substance abuse is associated with numerous social factors and personal attributes.
We incorporated those determinants to create a second mathematical model that com-
putes the probability that an individual will use nicotine, marijuana, alcohol, and un-
prescribed opioids. A binary multivariate logistic model was used to assess the effects of
age, gender, ethnicity, income, parental status, friendship, opinion about school, overall
health, weapon possession, and bullying on substance use. To demonstrate our model, we
coded and executed a Monte Carlo simulation that created 300 high school seniors with
varying attributes. We found that 46.3% of the students would use nicotine, 17.3% would
use marijuana, 66.0% would use alcohol, and 0.0% would use opiates.

Substance use has far-reaching implications in personal and societal spheres. It is
crucial to rank substances based on their overall impact in order to assess necessary gov-
ernment action regarding drug abuse. To address this issue, we developed a robust metric
to rank the effects of nicotine, marijuana, alcohol, and opioid abuse. Our model and rank-
ing considers physical harm, dependence, social harm, and economic impact of the drugs.
The former three factors were measured on a scale of 0 to 3 based on psychiatrist sur-
veys. Then, economic impact was defined as GDP loss from the decrease in life expectancy
caused by drug abuse. After applying risk factors obtained from the amount of people that
use each drug, the four substances were ranked. From highest to lowest individual impact,
the ranking was opioids, alcohol, cigarettes, and marijuana. From highest to lowest total
societal impact, the ranking was alcohol, cigarette, marijuana, and opioids.

The repercussions of substance abuse are reverberating and remain with an indi-
vidual for life. However, drugs not only severely affect the user but also cause extensive
societal harm. Increased understanding of the projected spread and impact of substance
abuse, as well as the underlying factors that lead to poor judgement, are needed to op-
timize measures to restrict consumption. Ultimately, we believe that our models provide
novel insight into the nationwide issue of substance use and abuse.
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1 Introduction

This section delineates the components of the modeling problem and their objectives. Global
assumptions applying to the entire modeling process are also listed.

1.1 Restatement of the Problem

The problem we are tasked with addressing is as follows:

1. Build a mathematical model that predicts the spread of nicotine use due to vaping
over the next 10 years. Analyze how this growth compares to that of cigarettes.

2. Create a model that simulates the likelihood that a given individual will use a given
substance, accounting for social influence, characteristic traits, and properties of the
drug itself. Demonstrate the model by predicting how many students among a class
of 300 high school seniors with varying characteristics will use nicotine, marijuana,
alcohol, and un-prescribed opioids.

3. Develop a metric for the impact of substance use, considering both financial and
non-financial factors. Use the metric to rank the substances listed in Part II.

1.2 Global Assumptions

1. The current drug scene remains constant. We assume that there will be no radi-
cal changes in the recreational drug industry, such as new drugs or drug products.
This assumption is imperative because attempting to account for unpredictable and
volatile factors would make model development virtually impossible.

2. All vapes count as e-cigarettes. Some people distinguish between e-cigarettes and va-
ping. For the purposes of this model, e-cigarettes and vapes will be considered syn-
onymous.

3. People respond honestly to surveys. Our model is dependent on survey results to cal-
culate weight constants. Because we have no way of determining the accuracy of the
survey responses, we will assume that they are accurate and without bias for simplic-

1ty.

2 Part 1: Darth Vapor

First commercialized in 2003, electronic cigarettes have become an increasingly popular
product among youth [1]. Although they are advertised as safer alternatives to traditional
cigarettes, e-cigarettes contain high doses of nicotine and have introduced a new genera-
tion to tobacco products. This section outlines a mathematical model for predicting the
change in nicotine use in the United States due to vaping compared to the change due to
cigarettes.
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2.1

1.

10.

2.2

Assumptions

Nicotine use can be modeled as an infectious disease. Like an epidemic, nicotine use
is prevalent and contagious, reflected in the surge in popularity of smoking due to
peer pressure, advertisements, and social media. Additionally, the US Surgeon Gen-
eral declared youth vaping a nationwide epidemic in 2018 [2].

. Individuals can smoke from age 11 until death. Peak years for first trying nicotine

products is 6th or 7th grade [3].

Rate of entry into pre-adolescence in the US is 0.00103. [4] Our model defines “birth”
as reaching an age at which substance use becomes possible—around 11 years. Thus,
we assumed the current birth rate to be constant for the past 11 years, assuming no
children die before they turn 11. The current birth rate is 1.03 people/month/person.

Death rate in the US is constant and equal to 0.0007 people per month per person.[4]
Our model assumes that individuals have the capacity to use drugs until their death.

Individuals can only start smoking due to influence from other smokers. To model
substance use as an infectious disease, we must assume that susceptible individuals
can become infected only from contact with the already infected. This assumption is
valid because peer influence and social media presence are the driving factors behind
the popularity of smoking [5].

Individuals are either not susceptible to, susceptible to, infected by, or recovered from
substance abuse. As in the SIR epidemiology model, we assume that people are ei-
ther unwilling to smoke (not susceptible), open to smoking (susceptible), regular
smokers (infected), or past smokers who have quit (recovered).

The infection rate is constant over time. Because we are assuming that the drug in-
dustry does not drastically change, it is reasonable to assume that the infection rate
will also not drastically change.

The percentage of births that lead to susceptible is constant over time. Because we
are assuming that the drug industry does not drastically change, it is reasonable to
assume that the percentage of people who are susceptible will not drastically change.

Nobody starts as recovered. At the start of the model, we do not consider any indi-
viduals to be former smokers who have quit.

The recovery and relapse constant for cigarette and e-cigarette users are the same.
The two contain similar amounts of nicotine, which acts as the addictive agent. Thus,
the recovery and relapse constants are assumed to be the same.

Model Development

The surge in popularity of conventional cigarettes in the mid-20th century, as well as the
current boom of vaping among American youth, is comparable to the spread of an infec-
tious disease during an epidemic. As stated in assumption 1, we model nicotine use as a
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disease because it rapidly spreads as a result of interpersonal communications (in-person
peer pressure to try a drug as well as social media prevalence); additionally, substance use
is a condition from which individuals can recover (by quitting smoking).

Our model is a derivation of the SIRS epidemiological model, a technique used to map the
spread of infectious diseases such as influenza. We also consider birth and death rate, since
population naturally changes over time. The model separates individuals in a population
into four categories: NS for Not Susceptible, S for Susceptible, I for Infected, and R for
Recovered. At the start of the model, individuals are either in NS, S, or I, since nobody
starts off as recovered. While those in NS remain there permanently, individuals in S can
move to I, who can then move to R.

The additional S in SIRS represents the possibility of returning to the Susceptible com-
partment—in this case, a regular user quitting but relapsing. However, we modified the
classic SIRS model by recognizing that a relapsing individual would re-enter the Infected
category rather than Susceptible, since they will once again become smokers rather than
people merely open to smoking. Thus, we renamed the traditional epidemiology model as
SIRI to represent this adjustment. Figure 2.2.1 diagrams the aforementioned movement
of individuals between categories, while Table 2.2.1 defines and details values for variables
and constants used in the SIRI model for both e-cigarette and cigarette smoking.

o
NS
[ Birth (reach 11) ]—~[ Not Susceptible ] R

S

L y

BIS  cmm 1
[ S(t) = Susceptible (t) =

R(t) = Recovered ]

vS vl vR

J 1.
| Death )

Figure 2.2.1: Diagram of the SIRI Model for Spread of Nicotine Use

2.2.1 Parameters in SIRI Model

Proportion of infected people (7(0)). The total number of people that currently vape
is approximately 10.8 million [6]. Dividing by the total population of America, 325.7 mil-
lion [7], results in an 1(0) value of 0.0332 for e-cigarettes. The total number of people that
currently smoke cigarettes is approximately 34.3 million [8] resulting in an I(0) value of
0.1053.

Proportion of recovered people (R(0)). As per assumption 9, without loss of general-
ity, R(0) was assumed to be 0 at time = 0.
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Proportion of susceptible people (S(0)). Because I, R, and S are proportions of the
total population, their sums must add to 1. Thus, S(0) = 1 — R — I resulting in 0.9667 for
e-cigarettes and 0.8947 for cigarettes.

Susceptibility (S5). A 2016 Surgeon General report stated that 32% of people are con-
sidered susceptible to e-cigarette use [5], while a 2012 report stated that 20% of people are
susceptible to cigarettes, which correspond to the S values [9].

Infection constant (f). This was determined based on responses to the survey question
“If one of your best friends offered you a cigarette, would you smoke it?” For e-cigarettes,
the chance of infection was taken from a 2016 US Surgeon General report that indicated
that 18% of young adults responded “yes” to the question [5]. For cigarettes, we obtained
B by adding the percentages of the responses “Definitely Yes” and “Probably Yes,” from
the 2014 National Survey on Drug Use and Health, to get 0.3%, which represented the in-
fection constant [10].

Recovery constant (). In a given year, around 40% of smokers attempt to quit [11].
Therefore, in a month, 1.40%/'2 = 1.0284 recover, so the recovery rate is 0.0284.

Relapse constant (£). In a given year, approximately 6% of attempts to quit smoking
succeed and 94% of attempts failed and the person relapsed [12]. Therefore, in a month,
1.941/12 = 1.0568 fail, so the relapse constant is 0.0568.

Infection Rate (y;,s). In accordance with assumption 4, we assume that people will only
start smoking if they are influenced by a current smoker. In other words, a susceptible
person can only become infected if they come into contact with an infected person, which
occurs at a rate proportional to I - S. The infection constant  represents the likelihood
that a susceptible person becomes infected when influenced by a smoker. Thus, infection
rate is as follows:

Recovery Rate (y,..). Unlike infection rate, the recovery rate is dependent only on the
average probability of an individual quitting. The recovery constant v multiplied by the
proportion of people that currently are infected gives the recovery rate:

Yrec = 7 * 1 (2)

Relapse Rate (y,;). The relapse rate is dependant only on the average probability of an
individual relapsing. The relapse constant is much higher than the infection rate, which is
logical because an individual who was previously a regular smoker will be more likely to
succumb to the addictive cycle again [12]. Designating & as the relapse constant, relapse
rate is given by:

Yrel = f ‘R (3)

Birth Rate(«). The birth rate, as defined by Assumption 3 is 1.03 people/month/person.

Death Rate (¢). From assumption 4, the death rate is assumed to be constant and equal
to 0.0007 people per month per person. Therefore, the number of people dead for each
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category will be the death rate multiplied by the proportion of the people in each category.

Hms =0 - S (4)
pr=uv-1 (5)
pr=v-R (6)
Table 2.2.1 Variables and Constants of SIRI Model for E-Cigarettes and Cigarettes
Variable Definition E-Cigarette Values | Cigarette Values
I Proportion of infected people 1(0) = 0.0332 I(0) = 0.1053
R Proportion of recovered people R(0) =0 R(0)=0
S Proportion of susceptible people S(0) = 0.9667 S(0) = 0.8947
N Proportion of total individuals in SIR cycle N(0) = 0.32 N(0) =0.20
a Birth rate 0.00103 0.00103
I5; Infection constant 0.18 0.003
~y Recovery constant 0.0284 0.0284
& Relapse constant 0.0568 0.0568
I Death rate 0.0007 0.0007

2.2.2 Differential Equations for SIRI Model

The change in each of the dependent variables S, I, and R is equal to the sum of the in-
put of the respective category minus the sum of its output, as diagrammed by the arrows
entering and leaving each box in Figure 2.2.1. Thus, our SIRI model is summarized by the
set of ordinary differential equations below:

dS
= a—B-1T-S— -
7 a—f S—pu-S (7)
dl
7dt_—5-1-5—7-1+§-R—u-1 (8)
dR R

2.3 Results

With the SIRI model established, we utilized it to predict the change in nicotine use due
to e-cigarettes and cigarettes in the next decade. We coded and executed a Python pro-
gram to solve the system of differential equations, with appropriate constants for each
product, and graph the proportion of compartments over time. Figures 2.3.1 and 2.3.2
graph the proportion of the total population falling under each of the SIR categories for
both tobacco products, respectively, over a 10-year time period. Table 2.3.1 enumerates
the proportion of the population that is susceptible, infected, and recovered for vaping and
cigarettes in 2029.
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Figure 2.3.1: Graph of SIRI Compartments for E-Cigarettes over Ten Years
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Figure 2.3.2: Graph of SIRI Compartments for Cigarettes over Ten Years

Table 2.3.1 SIR Distribution of 2029 Population for E-Cigarettes and Cigarettes

Our model concludes that in 2029, 26.63% of the population will use e-cigarettes, while
6.45% will use cigarettes. This disparity is consistent with previously researched trends,
which suggest that as e-cigarettes gain popularity amongst teens, regular cigarettes de-

Susceptible | Infected | Recovered
E-Cigarettes 2.82% 26.63% | 13.21%
Cigarettes 28.53% 6.45% 3.45%

crease in popularity [13].

174



Team #12038

2.4 Sensitivity Analysis

Table 2.4.1 shows the sensitivity analysis for our SIRI model based on an independent in-
crease and decrease of 10% of the infection constant (3, recovery constant 7, and relapse
constant &.

Table 2.4.1 Sensitivity Analysis for Part I

Constant | % Change in Constant | % Change in Vaping (I) | % Change in Cigarette Use ([)
I5) 10% 1.014% 0.6202%
15} -10% -1.615% -0.6202%
5 10% -3.492% -3.566%
~ 10% 1.018% 3.721%
& 10% 3.098% 3.367%
& -10% -3.496% -3.905%

Positive changes in the infection or relapse constants resulted in positive changes in the
percent of infected people for both vaping and cigarette use. This is consistent with our
predictions because the rate of infection for susceptible and recovered people is increas-
ing. In contrast, a positive change in recovery constant resulted in a decrease in percent
infected because the rate at which people are leaving the infected population is increasing.

2.5 Strengths and Weaknesses

Our model is resilient to small changes and outputs sensible results. As demonstrated in

the sensitivity analysis, a 10% change in each of the infection, recovery, and relapse con-

stants accounts for less than 5% change in final vaping and cigarette use after a decade.
Changes in the model’s output due to shifts are consistent with expected trends as well.

SIRS is also an established mathematical modeling technique that we adapted to fit our

own aims, lending credence to the validity of our model. Additionally, our model is com-
prehensive, accounting for many contributing factors such as population change, non-susceptible
individuals, and the possibility of relapse for smokers who have to attempted to quit.

The model’s weaknesses lie in its inability to account for the introduction of new forms of
drugs or rapid changes in popularity of existing forms, as stated in global assumption 1.
Specifically, a surge in use of a particular drug would likely impact vaping and cigarette
use in unforeseen ways that our model will not accurately predict. Furthermore, our model
does not consider the association between vaping and cigarette use, and how the growth or
decline of one product would influence the other. This is unrealistic because the popularity
of e-cigarettes among youth has led many to smoke traditional cigarettes and prompted
cigarette smokers to transition to vaping [13]; however, the opposite effects of these two
phenomena can reasonably counterbalance each other.

3 Part II: Above or Under the Influence

Numerous internal and external factors, such as age, gender, health, family background,
and behavior, affect the likelihood of an individual becoming addicted to a substance [14].
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We incorporated these determinants to develop a second mathematical model that simu-
lates the probability that an individual will abuse nicotine, marijuana, alcohol, and opi-
oids. Then, we created a Monte Carlo simulation to predict the frequency of drug abuse in
a class of 300 high school seniors.

3.1 Assumptions

1. High school seniors are 17 years old. This is the average age of a 12th grade in the
United States [15]; assuming this simplifies the demonstration of our model.

2. The 2005-2006 HBSC survey sample is representative of US high school seniors.[16]
This is the dataset used in our model demonstration, so we must assume that stu-
dents answered the questions honestly and that the population sampled is represen-
tative of the entire population of US 12th-grade students.

3. All tobacco products contain nicotine. The HBSC survey question asks students only
if they have ever used any tobacco product (e.g. vape, cigarettes) [16]. This relates
the survey to our model’s aim of gauging probability of nicotine use, and is a logical
assumption since nicotine is derived from tobacco plants.

4. The only opioids considered in the model are heroin and morphine. This is in accor-
dance with the HBSC line of questioning, which is the only dataset we used to train
our model [16].

3.2 Model Development

The 2005-2006 Health Behavior in School-Aged Children survey samples approximately
9200 students using a series of 80 questions. Four of these ask whether a student had used
nicotine (tobacco), marijuana, alcohol, and opioids use in the past year. Comparing stu-
dent responses to these four questions to their responses to the other questions helped us
identify the relationship between certain social factors and substance use.

Specifically, the questions listed in Table 3.2.1 were used to analyze factors and character-
istics we deemed to significantly influence the likelihood of substance use. We assessed the
impact of age, gender, ethnicity, income, parental status, friendship, opinion about school,
overall health, weapon possession, and bullying in our model.
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Table 3.2.1 HBSC Survey Questions for Independent Variables
Question Number Question
What is your age?
What is your gender?
What ethnicity are you?
How well off is your family?
Does your mother live with you?
Does your father live with you?
How many evenings per week do you spend out with your friends?
How do you feel about school?
What is your overall health?
How many days have you carried a weapon during the past month?
How often do you bully another student?

= =
| S|l | o ot k| w| ro| =

Table 3.2.2 HBSC Survey Questions for Dependent Variables
Question Number Question
1 Have you ever smoked tobacco?

2 Have you used marijuana in the past 12 months?
3 Have you drank alcohol in the past 12 months?
4 Have you used any un-prescribed opioids in the past 12 months?

3.2.1 Model Training

We used a binary multivariate logistic model, given by equation P(Y') where by is the in-
tercept, b, is the weight given to the nth parameter, x,, is the nth parameter, and P(Y') is
the probability of Y occurring.

ebo+blxl+b2$2+...+bnwn
P(Y) = 1
( ) 1+ ebot+biz1+baza+.. . +bnan ( 0)

Data from the 2005-2006 HBSC survey was preprocessed in the following ways to make it
more suitable for the regression and to decrease accidental bias:

1. Data with missing dependent variables were dropped as they would not be useful for
training our model.

2. Missing data in the independent variables were flagged and interpolated using exist-
ing values. Interpolation is necessary due to the small size of the dataset and the use
of L2 regularization to distribute weights more evenly, the latter of which reduces the
volatility of the model to slight inaccuracies.

3. Question 7 (evenings spent with friends) was split into 3 evenly distributed bins to
decrease the spread of the data and normalize it closer to 0, improving accuracy.

4. All questions that asked if the student had used a drug in the past 12 months was
modified to reflect only whether they had taken the drug at all (yes or no).
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5. Data for an individual’s race were transformed into dummy variables, where each
variable represents the absence or presence of that race. The data was split into 2/3
for training the model, and 1/3 for assessing accuracy.

A machine learning algorithm was programmed and executed to determine the b constants,
which are the respective weights of the answers for each of the questions. Our use of L2
regularization decreased insignificant weights close to 0, thus generalizing the model and
more uniformly distributing the significance of each parameter. Given the loss function
below, which represents the mean squared error to be minimized, where y; represents the
actual value and hy(z;) represents the current test value.

n

L(z,y) = > (yi — ho(zi))? (11)
i=1
a complexity term was added to penalize larger weights, as follows, where A is a constant
to control regularization and 6; is the weight:

n

La,y) = > (s — hola)” + Ai:e% (12)

=1

Along with the question weights in Table 3.2.3, the algorithm determined the bias values,
by for each of the four drugs as shown in Table 3.2.4. The bias value represents the default
probability that an individual will use a substance when all features are set to zero.

Table 3.2.3 Weights for 11 Survey Questions

Question Number | Nicotine Weight | Marijuana Weight | Alcohol Weight | Opioids Weight
1 1.972 -2.215 -1.737 -0.708
2 1.716 -2.107 -1.431 -0.573
3 0.941 -0.877 -0.712 -0.483
4 0.555 -0.746 -0.447 0.237
5 0.926 -0.912 -1.024 0.086
6 0.101 -0.021 -0.232 -0.017
7 0.419 -0.667 -0.071 -0.484
8 0.213 -0.462 -0.387 -0.38
9 0.532 -0.638 -0.295 -0.24
10 1.638 -1.978 -1.681 -0.617
11 2.049 -2.345 -1.487 -0.664

Table 3.2.4 Bias Values for Four Substances
Substance | Bias Value by
Nicotine 3.688
Marijuana -4.323
Alcohol -3.169
Opioids -1.281
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3.2.2 Model Demonstration

A Monte Carlo simulation was developed to determine the percentage of high school se-
niors in the United States that would use nicotine, marijuana, alcohol, and opioids. Prob-
ability distributions of various parameters were obtained from the 2005-2006 Health Be-
havior in School-Aged Children survey. Those probability distributions were then inputted
into a Python program, as detailed in Appendix A.2, to randomly generate a sample of
300 seniors with attributes selected according to the distributions. Those students were
then run through the model developed above to determine the percentage of seniors that
used nicotine, marijuana, alcohol, and opioids.

3.3 Results

Using 1/3 of the data for testing, the model’s accuracies of prediction for nicotine, mari-
juana, alcohol, and opioid use were determined.

Table 3.3.1 Accuracy of Substance Use Prediction Model

Substance | Percent Predictions Correct
Nicotine 78.16%
Marijuana 86.73%
Alcohol 73.30%
Opioids 97.80%

Table 3.3.2 Substance Use Among Simulated High School Seniors

Substance | Percent of High School Seniors Using Substance
Nicotine 46.33%

Marijuana 17.33%
Alcohol 66.00%
Opioids 0.00%

In Table 3.3.1, the model’s especially high accuracy of predicting opioid use is due to the
small sample size and our classification of opioids as heroin, and morphine, limiting the
number of total users.

Additionally, Table 3.3.2 reports virtually no use of opioids among high school seniors.
This is again because our model uses only heroin and morphine to represent all opioids,
an assumption that reduces the chance of an individual using that drug in the simulation.
However, since the opioid epidemic is a recent development, the model output is logical
considering the time of data collection, which was 2005-2006.

Table 3.3.3 Comparison of Simulation Output and Actual Substance Use in 2005

Substance | Simulated % of Seniors Using Substance | % of Seniors Using Substance in 2005 | % Error
Nicotine 46.3% 50.0% [17] -7.34%
Marijuana 17.3% 16.4% [18] 5.67%
Alcohol 66.0% 68.6% [17] -3.79%
Opioids 0.0% 0.8% [17] -100%
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Above, Table 3.3.3 compares our simulated percentage of seniors using a particular sub-
stance to other surveys to gauge its consistency. The relatively low percent errors between
simulation output and actual survey values indicate that our model is sensible and sound.
Although the opioids row has 100% error, this is because the simulation predicted 0% opi-
oid use among seniors. The actual value is 0.8%, a reasonably close percentage. Otherwise,
small variations in percentages can be attributed to different sample populations.

3.4 Strengths and Weaknesses

One of the greatest strengths of our model is the accuracy of its machine learning algo-
rithm to predict usage of a substance. The preprocessing of the survey data and use of
L2 regularization made the model resistant to occasional inaccuracies in survey responses
or to slight changes in its parameters. These features support the resilience of our model.
Moreover, our substance use prediction model has high accuracy and adaptability to new
data sources, making it reusable for future datasets. Furthermore, our simulation results
very closely match actual proportions of drug use in 2005 obtained from other surveys.

The main drawbacks of the model are the outdated data (from 2005-2006) used to develop
it and its inaccurate classification of opioids as only heroin and morphine. The former at-
tribute makes our model applicable only to the year for which it was given data. How-
ever, as aforementioned, the method we used to develop our model can be repeated on any
dataset containing the appropriate information. The latter flaw resulted in a small sample
size with which to train the model as well as an underestimation of opioid usage among
high school seniors in the simulation.

4 Part 1II: Ripples

Substance abuse has far-reaching implications, both personal and societal. Considering
financial and other factors, we created a metric that quantifies the impact of drug abuse
and ranks nicotine, marijuana, alcohol, and un-prescribed opioids.

4.1 Assumptions

1. Fach of the four categories of drug harm are weighted equally. For the purposes of
this model, since determining the relative importance between the categories was
subjective, we assigned all categories equal weight.

2. The model applies only to substance abusers. Since moderate use of a few drugs, such
as marijuana and alcohol, have slight health benefits, we assume that our model will
only be applicable to individuals who use drugs in harmful proportions.

3. Un-prescribed opioids consist solely of heroin. The most widespread and well-known
opioid is heroin [19]. Thus, it is reasonable to disregard other opioids due to heroin’s
relative ubiquity.
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4. Nicotine products consist solely of cigarettes. Nicotine is derived from tobacco, from
which cigarettes are produced [20]. While e-cigarettes make up a large portion of
nicotine products, they are a relatively recent development and thus do not have
widely documented physical, social, and economic effects.

5. The risk of someone using a drug is directly proportional to the number of people
currently using it. [21] This assumption is reasonable because the number of people
using a drug is a good measure of its popularity and accessibility, which both make
it easier for new people to start using the drug.

4.2 Model Development

Our model examines the extent of four main impacts of substance use: physical harm, de-
pendence, social harm, and economic impact. Data was obtained from a survey of psychia-
trists and therapists who were well-educated on the effects of these drugs [22].

Physical Harm (P)

Physical harm was further divided into three sub-factors: acute, chronic, and intravenous.
Acute physical harm refers to the immediate effects of drug use. Chronic physical harm
refers to the effects of repeated drug use. Intravenous physical harm refers to the harm of
injecting drugs via needles. Each of these categories was assigned a value from 0.0 to 3.0
based on the aforementioned expert surveys. The average of these three categories resulted
in a physical harm score.

> PhysicalFactors
B 3

P (13)

Dependence (D)

We define dependence as being comprised of pleasure, psychological damage, and phys-
ical dependence. Pleasure refers to the high and the rush experienced from drug usage.
Psychological damage refers to psychological withdrawal symptoms. Physical dependence
refers to physical withdrawal symptoms. These factors would all increase the user’s depen-
dency and addiction to the substance, making it more harmful. Like physical harm, each
of these three categories were assigned a value from 0.0 and 3.0 based on the psychiatrist
surveys. The average of these three categories resulted in a dependence score.

_ > DependenceFactors
B 3

D (14)

Social Harm (S)

Social harm was split into two sub-factors: intoxication and other harm such as crimes and
domestic violence. This section rated the magnitude of a given drug’s detriment to society.
Again, these two factors were assigned a value from 0.0 and 3.0 based on expert surveys.
The average of these two categories resulted in a social harm score.

_ > Social HarmFactors

o 2

(15)
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Economic Impact (E)

Economic impact consisted of the drug’s effect on the United States’ gross domestic prod-
uct and the health care cost that it creates. Health care cost was assigned a value from 0.0
and 3.0 based on expert surveys. The drug’s effect on the GDP (GDPE) was calculated as
the average GDP per year per person, $59,500, multiplied by the decrease in lifespan due
to the drug [23].

GDPE = GDP,,, - (Lifespangy, — Lifespangyyg) (16)

From these GDP values, a linear scale from 0.0 to 3.0 was created to compare impact on
GDP to the other factors. The average of these two categories resulted in a economic im-
pact score.

> EconomicImpact Factors
B 2

E (17)

Table 4.2.1 Economic Impact of Drugs on GDP

Cigarette | Alcohol | Marijuana | Opioids
Loss of Life Span (years) 10 5 0 18.3
GDP Effect (dollars) 595,000 | 297,500 0 1,088,850
Scaled Values 1.639 0.8197 0 3

Harm Scores and Risk Scalers

The scores from the four categories of harm were averaged for a total harm score for each
drug. As per assumption 5, the risk of someone abusing a drug is directly proportional
to the number of people who currently abuse the drug. The total number of people who
abused each of the drugs was found and scaled between 0-1 as shown in Table 4.2.2.

Table 4.2.2 Risk Scalers for Four Substances [24]

Cigarette | Alcohol | Marijuana | Opioids
Number of Users (in thousands) | 61,072 66,636 25,997 494
Risk Scaler 0.9165 1.0000 0.3901 0.0074

Each substance’s impact on society was calculated by multiplying its risk scaler by its
harm score.

Impact = Risk - Harm (18)

This is logical because the magnitude of a drug’s impact will be proportional to how dis-
ruptive it is and how often it appears in society.

4.3 Results

Table 4.3.1 displays each drug’s harm score, risk scaler, and total impact.
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Table 4.3.1 Average Harm from Drugs

Cigarette | Alcohol | Marijuana | Opioids
Physical Acute 0.9 1.9 0.9 2.8
Physical Chronic 2.9 24 2.1 2.5
Physical Intravenous 0 0 0 3
Physical Physical Average 1.27 1.43 1.00 2.77
Dependence Pleasure 2.3 2.3 0.9 3
Dependence | Psychological Damage 2.6 1.9 1.8 3
Dependence Physical Dependence 1.8 1.6 0.8 3
Dependence Dependence Average 2.23 1.93 1.17 3.00
Social Harm Intoxication 0.8 2.2 1.7 1.6
Social Harm Other Social Harm 1.1 2.4 1.3 3
Social Harm Social Harm Average 0.95 2.30 1.50 2.30
Economic Health Care Cost 2.4 2.1 1.5 3
Economic Effect on GDP 1.6 0.8 0 3
Economic Economic Average 2.00 1.45 0.75 3.00
Average Substance Harm 1.61 1.78 1.10 2.77

4.4 Sensitivity Analysis

We performed a sensitivity analysis on our part 3 model as shown in Table 4.4.1. As the
physical average was changed by a certain percentage, the scaled averages for each of the
drugs also changed proportionally. Changing the dependence average, social harm average,
and economic impact average would result in the same change because all of these factors
are equally weighted.

Table 4.4.1 Sensitivity Analysis for Impacts of Drugs

A Physical Avg | A Cigarette Avg | A Alcohol Avg | A Marijuana Avg | A Opioids Avg
+20% +3.93% +4.03% +4.53% -5.00%
+10% +1.96% +2.01% +2.26% +2.50%
-10% -1.97% -2.01% -2.27% -2.50%
-20% -3.93% -4.03% -4.53% -5.00%

4.5 Strengths and Weaknesses

Our model is strong because it accounts for many different effects of drugs. By taking into
account the physical harm, dependence, social harm, and economic harm, our model is
able to account for numerous effects of the drugs. Our model is also resilient and robust;as
demonstrated by the sensitivity analysis, small and large changes in the usage of each drug
resulted in a similarly-sized, meaningful shifts in the drug’s total impact.

While our model is very thorough and robust for its purposes, it lacks flexibility. It is un-
able to model other drugs without additional data. In addition, the model is based off of

an expert psychiatrist survey, the answers to which would have been affected by each psy-
chiatrist’s personal experience and bias.
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5 Conclusion

5.1 Further Studies

Our first model does not currently account for the introduction of new drugs in the indus-
try, which would greatly impact the change in usage for pre-existing substances. Taking
these market changes into account would greatly strengthen our model. The second model
used survey data from 2005-2006. The resulting model fits well for this time period, but
requires more recent data to reflect recent trends. Applying the same modeling approach
for 2019 would create a more accurate model that is applicable to today. Finally, the third
model is heavily based on the personal opinions of psychiatrists. Recreating the model to
account for each factor with independent methods would greatly complicate the model,
but make it more flexible for incorporating newer drugs into our ranking.

5.2 Summary

The first model focuses on comparing the percent of e-cigarette users versus cigarette users
in the next ten years. The SIRS epidemic model was used as the basis for ours. People
were split into four main categories: infected (those that used drugs), recovered (those
that quit using drugs), susceptible (those that may use drugs in the future), and non-
susceptible (those that will never use drugs). Birth rate and death rate were both mod-
eled with linear equations. Simultaneous differential equations were solved to determine
the number of “infected” people in 2029. According to our model, 26.63% of the Ameri-
can population will vape in 2029 and 6.45% will smoke cigarettes. The results correspond
with observed increasing popularity of e-cigarettes and decreasing popularity of regular
cigarettes.

The second model determines the probability of a student using nicotine, marijuana, al-
cohol, and opioids and applies itself to a randomly generated sample of 300 high school
seniors. A binary multivariate logistic regression was used to create the model based off a
HBSC survey. A machine learning algorithm using an L2 regression was used to calculate
the weights and bias in our logistic model. Using a Monte Carlo simulation, 300 random
seniors were created based on response frequencies to each of questions necessary for our
model. Running this sample of high school seniors through our model, we found 46.33%
would use nicotine, 17.33% would use marijuana, 66.00% would use alcohol, and 0.00%
would use opiates.

The third and final model focuses on ranking nicotine, marijuana, alcohol, and opioids
based off their financial and non-financial effects. Factors were analyzed in four main cat-
egories, physical harm, dependence, social harm, and economic impact. These factors were
further split into 2-3 subcategories each that were each assigned scores on a scale from 0.0
to 3.0 based on expert surveys. To calculate the impact of drugs on GDP, the average an-
nual GDP per person was multiplied by the average decrease in life as a result of using
drugs. The impact of drugs on GDP was then rescaled from 0.0 to 3.0 to make them com-
parable to the other factors. Each of the four main categories were averaged for a total
harm score for each of the four drugs. The total harm score was multiplied by a risk factor
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based on the number of people that used each drug to obtain a final score for each drug
that could be used for ranking purposes. Based off our model, opioids had the greatest
substance harm per person, but since relatively few people use opiods, it had a lower to-
tal detriment score. Marijuana had the lowest substance harm per person and the second
lowest total impact. Alcohol had the highest total impact while cigarettes had the second
highest because of the great number of people using these substances.
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7 Appendix

7.1 Part 1: Darth Vapor
E-cigarette Usage SIRI Model Generation

1 import numpy as np

2 from scipy.integrate import odeint

3 import matplotlib.pyplot as plt

4

5u = 0.00103 # Birth rate

6 v = 0.0007 # Death rate

7B =0.18 # Transmission coeff (Susceptible to Infected constnt)
8Y = 0.028436 # Infected to Recovered constant

9 X = 0.0526 # Recovered to Infected constant

10

11 # Total population, P, over time

12 P = np.linspace(1, 1 + u*120 - v*120, 120)

13 # Initial number of infected and recovered individuals, I0 and RO.

14 10, RO = 0.0332, 0
15 # Everyone else, S0, is susceptible to infection initially.

1650 = .32

17 # Total number of people in SIR cycle (N)

18 N = S0+I0+R0O

19 # A grid of time points (in months)

20 t = np.linspace(0, 120, 120)

21

22 # The SIR model differential equations.

23

24

25 def deriv(y, t):

26 S, I,R=y

27 dSdt = u - B*I*S - v*S # ordinary differential equation for S
28 dIdt = B*I*S - Y*I + X*R - v*I # ordinary differential equation for I
29 dRdt = Y*I - X*R - Vv*R # ordinary differential equation for R
30 return dSdt, dIdt, dRdt

31

33 # Initial conditions vector

34 y0 = S0, I0, RO

35 # Integrate the SIR equations over the time grid, t.
36 ret = odeint(deriv, y0, t)

37S, I, R =ret.T

39 # Plot the data on five separate curves

40 fig = plt.figure(facecolor="w")

41 ax = fig.add_subplot(111, axisbelow=True)

42 # curve for Susceptible (S)

43 ax.plot(t, S, 'b', alpha=0.5, lw=2, label='Susceptible (S)")
44 # curve for Infected (I)

45 ax.plot(t, I, 'r', alpha=0.5, lw=2, label='Infected (I)"')
46 # curve for Recovered (R)

47 ax.plot(t, R, 'g', alpha=0.5, lw=2, label='Recovered (R)")
48 # curve for Proportion in SIR cycle (N)

49 ax.plot(t, (S+I+R), 'y', alpha=0.5, 1lw=2, label='Proportion in SIR cycle (N)")
50 # curve for Total Population (P)

51 ax.plot(t, P, 'magenta', alpha=0.5, lw=2, label='Total Population (P)')
52 # set the labels of the axes

53 ax.set_xlabel('Time (months)')

54 ax.set_ylabel('Fraction of US population')

55 # set y bounds of graph

56 ax.set_ylim(0, 1.25)

57 # setting up visual appearance of grid and tick marks

58 ax.yaxis.set_tick_params(length=0)

59 ax.xaxis.set_tick_params(length=0)

60 ax.grid(b=True, which='major', c='w', 1lw=2, 1ls='-")

61 # configure the legend

62 legend = ax.legend(loc="best")

63 legend.get_frame().set_alpha(0.5)

64 # remove all spines for graph

65 for spine in ('top', 'right', 'bottom', 'left'):

66 ax.spines[spine].set_visible(False)

67 # show and save the figure

68 plt.show(block=True)

69 plt.savefig('vape.png')
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64
65
66
67
68
69
70

Cigarette Usage SIRI Model Generation

import numpy as np

from scipy.integrate import odeint

import matplotlib.pyplot as plt

u = 0.00103 # Birth rate

v = 0.0007 # Death rate

B = 0.003 # Transmission coeff (Susceptible to Infected constant)
Y = 0.028436 # Infected to Recovered constant

X = 0.0526 # Recovered to Infected constant

# Total population, P, over time

P = np.linspace(1, 1 + u*120 - v*120, 120)

# Initial number of infected and recovered individuals, I0 and RO.
I0, RO = .1053, 0

# Everyone else, SO, is susceptible to infection initially.

SO = .2

# Total number of people in SIR cycle (N)

N = S0+I0+R0O

# A grid of time points (in months)

t = np.linspace(0, 120, 120)

# The SIR model differential equations.

def deriv(y, t):

S, I, R=y

dSdt = u - B*I*S - v*S # ordinary differential equation for S
dIdt = B*I*S - Y*I + X*R - v*I # ordinary differential equation for I
dRdt = Y*I - X*R - V*R # ordinary differential equation for R

return dSdt, dIdt, dRdt

# Initial conditions vector

y0 = S0, I0, RO

# Integrate the SIR equations over the time grid, t.
ret = odeint(deriv, y0, t)

S, I, R=ret.T

# Plot the data on five separate curves

fig = plt.figure(facecolor='w")

ax = fig.add_subplot(111, axisbelow=True)

# curve for Susceptible (S)

ax.plot(t, S, 'b', alpha=0.5, lw=2, label='Susceptible (S)")

# curve for Infected (I)

ax.plot(t, I, 'r', alpha=0.5, lw=2, label='Infected (I)")

# curve for Recovered (R)

ax.plot(t, R, 'g', alpha=0.5, lw=2, label='Recovered (R)')

# curve for Proportion in SIR cycle (N)

ax.plot(t, (S+I+R), 'y', alpha=0.5, lw=2, label='Proportion in SIR cycle (N)")

# curve for Total Population (P)

ax.plot(t, P, 'magenta', alpha=0.5, lw=2, label='Total Population (P)")

# set the labels of the axes

ax.set_xlabel('Time (months)')

ax.set_ylabel('Fraction of US population')

# set y bounds of graph

ax.set_ylim(0, 1.25)

# setting up visual appearance of grid and tick marks

ax.yaxis.set_tick_params(length=0)

ax.xaxis.set_tick_params(length=0)

ax.grid(b=True, which="major', c='w', 1lw=2, 1ls='-")

# configure the legend

legend = ax.legend(loc="best")

legend.get_frame().set_alpha(0.5)

# remove all spines for graph

for spine in ('top', 'right', 'bottom', 'left'):
ax.spines[spine].set_visible(False)

# show and save the figure

plt.show(block=True)

plt.savefig('cig.png')
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7.2 Above or Under the Influence?

Logistic Regression and Evaluation

1 import pandas as pd

2 from sklearn.linear_model import LogisticRegression

3 from sklearn.preprocessing import OneHotEncoder

4 from sklearn.compose import make_column_transformer

5 from sklearn.model_selection import train_test_split

6 import numpy as np

7

8 # Our selected parameters. Meanings available in the codebook
9 columns = [

10 "AGE2",

oo,

12 "Q6_COMP"

13 "Q11”,

14 "Q16_1",

15 "Q16_2"

16 Q59"

17 Q44" ,

18 Q55"

19 Q64" ,

20 "Q67",

21{]

22

23 # Preprocess all of our data

24

25

26 def preprocess():

27 data = pd.read_csv('28241-0001-Data.tsv', sep="\t',
28 header=0) # Read the HBSC 2005-2006 CSV
29 data = data.replace(-9, None) # Replace all missing values with NaN
30 # Some columns have -7 as missing as well

31 data['Q67'].replace(-7, None, inplace=True)

32 data['Q68'].replace(-7, None, inplace=True)

33 data['Q65F'].replace(-7, None, inplace=True)

34 data['Q651'].replace(-7, None, inplace=True)

35 data['Q40C'].replace(-7, None, inplace=True)

36 data['Q31F'].replace(-7, None, inplace=True)

7 data['Q57'].replace(-7, None, inplace=True)
38 data['Q75C"].replace(-7, None, inplace=True)
39 # If we don't have anything in our dependent variable, drop it

40 data = data.dropna(subset=['Q69'])

41 _, x = pd.cut(data['Q55'], 3, retbins=True)

42 print("Qs5 bins", x) # Print out our binning ranges for Q55

43 data["055"] = pd.qcut(data['Q55'], 3, labels=False) # Bin Q55

44 # ALL parameters where we want to convert frequency into binary have you

used it or not

45 data["Q78B"] (data["Q78B"] > 1).astype(int)

46 data["Q72B"] - (data["Q72B"] > 1).astype(int)
47 data["Q75C"] = (data["Q75C"] > 1).astype(int)
48 data["Q67"] = (data["Q67"] > 1).astype(int)

49 data["Q67"] - (data["Q67"]1 > 1).astype(int)

50 data["Q67"] = (data["Q67"] > 1).astype(int)

51

52 data = data.interpolate(method='pad') # Interpolate any missing values

53 return data

54

55 # Get the X values

56

58 def getX(data):

59 # Filter to only get our desired parameters

60 data = data[columns]

61

62 enc = OneHotEncoder() # One hot encode our individualé race

63 preprocess = make_column_transformer (

64

65 "Q6_COMP" ,

66 1, enc

67 ), remainder='passthrough') # Allow the rest of the columns to pass
through

68 data = preprocess.fit_transform(data)

6!

70 return data, preprocess # Return our data and preprocessor to use in the
simulator also

71

72 # Return all of the dependent variables

74

75 def getYs(data):

76 return {

77 ‘nicotine': data['Q69'],

78 ‘marijuana’: data['Q78B'],

79 ‘alcohol': data['Q72B'],

80 ‘opiates': data['Q75C']

81 3

82

83 # Train and test our data

8.

85

86 def train_test(X, Y):

87 _train, X_test, Y_train, Y_test = train_test_split(

88 , Y, test_size=0.33, random_state=42) # Randomly sort our data, and
split it into 2/3 for training and 1/3 for testing

9

90 # Create a logistic regressor with 12 regularlization

91 Im = LogisticRegression(solver='liblinear', penalty='12")

92 Im.fit(X_train, Y_train) # Fir our training data

93

94 score = Im.score(X_test, Y_test) # Get our test data accuracy

9% return Im, score # Return our regressor and accuracy

98 # Print the most insignificant variables by weight

99
100

101 def print_least_affecting(lm, X):

102 least_influence = np.abs(lm.coef_[0, :1).argsort()[
103 :10][::-1] # Get least influencers

104 coef_dict = {}

105 coef_list = []

106 # Get coefficients and put into dictionary

107 for coef, feat in zip(Ilm.coef_[0, :], X.columns):

108 coef_dict[feat] = coef

109 coef_list.append((feat, coef))

110 print(coef_dict) # Print out coefficients

1M1 print("Intercept”, lm.intercept_) # And our intercept
112

113

114 if __main__":

115 preprocess()

116 getX(data)

117 Ys = getYs(data)

1

18 for key, value in Ys.items(): # Go through all our dependent variables
and print out the accuracy

119 1m, score = train_test(X, value)

120 print(key, score)

121 print_least_affecting(lm, data[columns])
122
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High School Monte Carlo Simulation

import historical_learning_selected
import numpy as np
import pandas as pd

np.random.seed(22) # Seed so that our data is consistent every time

# Our selected parameters
columns = historical_learning_selected.columns

# Get our preprocessed training data

trainData = historical_learning_selected.preprocess()

X, preprocess_onehot = historical_learning_selected.getX(
trainData) # Get our training X and Ys

Ys = historical_learning_selected.getYs(trainData)

# Go through every drug
for key, value in Ys.items():
data = pd.DataFrame(columns=columns)
for i in range(300): # Go through every student
studentData = { # Create a row in the pandas dataframe
"AGE2': 17, # Our age
'Q1': np.random.randint(1, 3), # A random gender
# Choose a value with the probabilities from the dataset
'Q6_COMP': np.random.choice(np.arange(1, 8), p=[.186, .444, .029,
.019, .007, .216, .0991),
'Q11': np.random.choice(np.arange(1, 6), p=[.171, .261, .467,
.079, .022]),

'Q16_1"': np.random.choice(np.arange(1, 3), p=[.887, .113]),

'Q16_2"': np.random.choice(np.arange(1, 3), p=[.596, .404]),

'Q59': np.random.choice(np.arange(1, 5), p=[.238, .461, .196,
1051),

'Q44': np.random.choice(np.arange(1, 5), p=[.216, .541, .210,
0331),

'Q55': np.random.choice(np.arange(0, 8), p=[.224, .170, .199,

.158, .093, .069, .028, .0591),
'Q64': np.random.choice(np.arange(1, 6), p=[.641, .252, .051,

'Q67': np.random.choice(np.arange(1, 3), p=[.854, 1-.854]),

# Add it to our dataframe
data = data.append(studentData, ignore_index=True)

data["Q55"] = pd.cut( # Bin Q55 with the same ranges from our training
data['Q55'], [-0.007, 2.333, 4.666, 7], labels=[0, 1, 2])
# Convert frequency into binary taken or not
data["Q67"] = (data["Q67"] > 1).astype(int)
# One hot encode using our previously fitted encoder
data = preprocess_onehot.transform(data)
Im, _ = historical_learning_selected.train_test(
X, value) # Train our model
out = lm.predict(data) # Predict using our simulated model
print(key) # Print what type of drug
# Count how many users there are, and find the fraction
print(np.count_nonzero(out == 1)/300)
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