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Abstract

In this paper, we develop a density dependent model to describe sperm whale population dynamics in the Gulf of Mexico. For this model, we consider the stability of the extinction equilibrium and prove the existence and uniqueness of a positive equilibrium. We then examine the stability of the positive equilibrium and substantiate the results with numerical simulations using Matlab. Next, we consider the effect of a disturbance, such as the Deepwater Horizon oil spill, on the sperm whale population in the Gulf of Mexico. Describing a disturbance as an event that results in reductions in survival rates for a certain period of time, we examine the recovery time of a sperm whale population following a disturbance, which we define to be the length of time it takes the population to return to a certain percentage of its asymptotic equilibrium value. Through testing various recovery threshold values, reductions in survival rates, and lengths of time over which the survival rates are reduced, we find that the recovery time is sensitive to each of these variables; depending on the values of these three quantities, the recovery time can last anywhere between a few years and many centuries.

Introduction

The sperm whale (*Physeter macrocephalus*) is a marine mammal whose population is growing at a slow rate, a fact that contributes to the population’s relative fragility [6, 21]. Female sperm whales in the Gulf of Mexico (GoM), which are the focus of this study, rarely leave that area over the course of their lives [20]. Thus, in general, sperm whales in the GoM make up a population distinct from sperm whales in any other body of water on the globe. For example, GoM sperm whales tend to be smaller in size and vary genetically from sperm whales in the Atlantic Ocean [11, 20]. Since GoM sperm whale populations are relatively fragile and individuals rarely leave the gulf, disturbances, such as oil spills, could have disastrous effects on the population.

The Deepwater Horizon (DWH) oil spill in 2010, which was the largest oil spill to ever occur in United States waters, has had vast negative effects on populations of marine animals in the GoM [3, 13, 18]. Acoustic studies show that sperm whales were present in the areas near the oil spill [2, 16]. Currently, there is little available information about the effects of the spill on sperm whales in particular, but it is known that oil spills can cause many adverse physiological effects on marine animals. For example, the vapors released from oil are known to cause inflammation to soft tissues, and dispersants in oil can be toxic to sperm whale skin and can even induce genetic abnormalities [9, 22]. For other marine mammals, these toxicants have been shown to substantially decrease vital rates. For example, studies have demonstrated that oil spills can have both lethal and sublethal effects on killer whales and bottlenose dolphins [12, 14]. While sperm whales are markedly different from bottlenose dolphins and killer whales, it is nonetheless clear that oil spills have the potential to negatively affect the population dynamics of many marine species, including sperm whales [1].

To examine the possible effects of disturbances such as the DWH oil spill on a sperm whale population, we begin by developing and analyzing a density dependent model based on the linear model developed by Chiquet et al. (2013). We introduce density dependence in this model because sperm whale...
populations follow a bottom-up model in which intraspecific competition for resources, not predators or interspecific competition, is a major factor that affects population size [21]. We assume fecundity is dependent on density because density appears to be most regulated by food availability, and there has been an observed link between food availability and reproduction. For instance, after a decade of whaling near the South African coast, pregnancy rates of sperm whales increased by fifteen percent [4].

Following Ackleh et al. (2017), in order to analyze the effects of a disturbance on sperm whale populations, we constantly reduce survival rates over a set amount of time before returning these rates to their original levels [1]. In this paper, we only analyze lethal impacts of environmental disturbances on sperm whales, which is why we only account for reductions in survival rates. However, we could also investigate sublethal impacts by examining the effects of various reductions in fecundity; in such an analysis, we would expect to obtain similar results [1]. We analyze the effects of reductions in survival rates because we assume that a disturbance such as an oil spill decreases the survival probability of sperm whales in each of the five life stages. We then calculate the recovery time, defined as the amount of time it takes for the total population of female sperm whales to reach 95% of its asymptotic equilibrium value [19]. We also consider other threshold values to analyze how sensitive the recovery time is to the threshold value. While this environment is highly simplified, it can nonetheless capture the overall dynamics of the population in the aftermath of an environmental disturbance such as the DWH oil spill since it takes into account both the length and the intensity of the disturbance [1]. Therefore, the major question we aim to answer in this paper is the following: using a density dependent population model, how long will it take for the total population of sperm whales to recover after a lethal disturbance?

Model Development

Density Dependent Sperm Whale Model

The initial goal of this analysis is to determine how a female population of sperm whales varies over time if we account for density dependence in the fecundity rate. We base our model on the linear model developed by Chiquet et al. (2013), which consists of five different stages: calf, immature (juvenile), mature, mother, and post breeding [6]. The densities of these five stages are denoted by \( x_1, x_2, x_3, x_4, \) and \( x_5 \), respectively; these densities do not sum to 1. The diagram in Figure 1 represents the life cycle of the sperm whales that will be analyzed in this model. All horizontal arrows represent whales transitioning from one life stage to the next. Arrows whose initial and terminal points are in the same stage represent whales remaining in the same life stage. The arrow from the third stage to the first stage represents mature females giving birth. Post-breeding mothers in the fourth stage nurse their calves and are unavailable to mate. After the calves are weaned, the post-breeding females can breed again and are thus reclassified as mature. This transition is represented by the arrow that begins in the fifth stage and returns to the third stage.

![Figure 1. Life cycle of sperm whales used in this model](image)

This life cycle can be represented by the mathematical model

\[
x(t + 1) = D(x(t))x(t),
\]

where \( x(t) \) is a column vector that gives the density of whales at each life stage, and \( t \) is time in years. The projection matrix \( D \) of this model is given by
Here, we define \( \sigma_i \) to be the survival probability of an individual in stage \( i \) and \( \gamma_i \) to be the probability that an individual in stage \( i \) will move on to stage \( i + 1 \) for \( i = 1, \ldots, 4 \). Furthermore, we define \( P_i = \sigma_i(1 - \gamma_i) \) and \( G_i = \sigma_i \gamma_i \), making \( P_i \) the probability of an individual surviving and staying in stage \( i \) and \( G_i \) the probability of an individual surviving and moving on to stage \( i + 1 \) for \( i = 1, \ldots, 4 \). \( G_5 \) is the probability that an individual will survive and move to stage 3 from stage 5, and the annual fecundity is given by \( b \cdot f(\mathbf{x}) \) where \( b \) is the density independent birth rate and \( f(\mathbf{x}) \) represents a density dependent function. We assume that the calf stage, \( x_1 \), does not impact fecundity since calves are living off their mothers’ milk and, therefore, are not competing with others for resources.

Throughout this paper, we assume that the function \( f(\mathbf{x}) \) satisfies the following three assumptions:

(i) \( f(0, 0, 0, 0) = 1 \), (ii) \( \lim_{\|\mathbf{x}\| \to \infty} f(\mathbf{x}) = 0 \), (iii) \( \frac{\partial}{\partial x_1} f(\mathbf{x}) < 0 \) for \( i = 2, \ldots, 5 \).

(i) is assumed since, when no animals are present, there is no density dependence and the birth rate is at its maximum possible value \( b \). (ii) is assumed since, as the number of sperm whales increases without bound, birth rates will decline since the environment will be unable to support that many whales due to limits in resources such as food and space. Finally, (iii) is assumed because that means \( f(\mathbf{x}) \) (and, by extension, the birth rate) decreases as the total population increases, once again due to limitations in resources. These assumptions are consistent with a Type II functional response in which the predator’s intake rate decelerates due to the considerable time used in handling prey, whether that be time spent physically searching for prey, eating the prey, or resting between meals. It is also assumed all competing individuals are comparably efficient in catching prey [10].

**Model Analysis**

**Extinction Equilibrium**

We first examine the existence and stability of the equilibria of model (1). Model (1) has an extinction equilibrium, which is defined to be the state where no individuals are present, that is \( \mathbf{E}_0 = (0,0,0,0,0) \). We wish to determine when the extinction equilibrium is locally asymptotically stable. The stability of the extinction equilibrium is given by Theorem 1.

**Theorem 1.** The extinction equilibrium \( \mathbf{E}_0 = (0,0,0,0,0) \) is locally asymptotically stable if \( R_0 < 1 \) and is unstable if \( R_0 > 1 \), where

\[
R_0 = \frac{G_1 G_2 (1 - P_4)(1 - P_5)}{(1 - P_1)(1 - P_2)[(1 - P_3)(1 - P_4)(1 - P_5) - G_3 G_4 G_5]}.
\]

**Proof.** The stability of the extinction equilibrium relies on the inherent projection matrix, which is defined as the Jacobian of \( \mathbf{D}(\mathbf{x}(t)) \mathbf{x}(t) \) evaluated at the extinction equilibrium. Following these steps, the inherent projection matrix \( \mathbf{D}_0 \) becomes

\[
\mathbf{D}_0 = \begin{pmatrix}
P_1 & 0 & b f(x_2, x_3, x_4, x_5) & 0 & 0 \\
P_1 & P_2 & 0 & 0 & 0 \\
0 & G_2 & P_3 & 0 & G_5 \\
0 & 0 & G_3 & P_4 & 0 \\
0 & 0 & 0 & G_4 & P_5
\end{pmatrix}.
\]
Normally, to determine the stability of the extinction equilibrium, we find the dominant eigenvalue of matrix $D_0$ and determine whether it is less than 1 (stable) or greater than 1 (unstable). However, since we cannot find the eigenvalues of the Jacobian explicitly, we can use another method introduced by Cushing (1998). If the dominant eigenvalue of the Jacobian equals 1, then the inherent net reproduction number $R_0$ also equals 1. $R_0$ is defined as the predicted number of offspring each calf will produce over the course of its life in the absence of density dependence. When $R_0$ is less than 1, the extinction equilibrium is stable. When $R_0$ is greater than 1, the extinction equilibrium is unstable [7]. $R_0$ is equal to the dominant eigenvalue of $F \cdot (I - T)^{-1}$ where $I$ is the identity matrix, and the transition matrix $T$ and fertility matrix $F$ are defined as

\[
T = \begin{pmatrix}
P_1 & G_1 & 0 & 0 & 0 \\
P_2 & 0 & G_2 & 0 & 0 \\
P_3 & 0 & 0 & G_3 & 0 \\
P_4 & 0 & 0 & 0 & G_4 \\
P_5 & 0 & 0 & 0 & 0
\end{pmatrix}, 
F = \begin{pmatrix}
0 & 0 & 0 & b & 0 \\
0 & 0 & 0 & 0 & b \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{pmatrix}.
\]

It can be shown that $R_0 = bA$ where

\[
A = \frac{G_1 G_2 (1-P_3) (1-P_5)}{(1-P_1) (1-P_2) (1-P_3) (1-P_4) (1-P_5) - G_3 G_4 G_5}.
\]

Thus, the extinction equilibrium is stable if $bA < 1$, meaning $b < \frac{1}{A}$ and the extinction equilibrium is unstable otherwise. In addition, we note that the following inequality is necessarily true because $G_i = \sigma_i - P_i < 1 - P_i$ for $i = 1, ..., 5$:

\[
(1 - P_3)(1 - P_4)(1 - P_5) - G_3 G_4 G_5 > 0.
\]

### Existence and Uniqueness of a Positive Equilibrium

We return to the model equations to examine the positive equilibria. We obtain the following result which pertains to the existence of a positive equilibrium.

**Theorem 2.** A unique positive equilibrium exists when $R_0 > 1$.

**Proof.** A positive equilibrium must satisfy the following five equilibria equations:

\[
\begin{align*}
(2a) & \quad x_1 = P_1 x_1 + b f(x) x_3 \\
(2b) & \quad x_2 = G_1 x_1 + P_2 x_2 \\
(2c) & \quad x_3 = G_2 x_2 + G_3 x_3 + G_5 x_5 \\
(2d) & \quad x_4 = G_4 x_4 + P_4 x_4 \\
(2e) & \quad x_5 = G_4 x_4 + P_5 x_5.
\end{align*}
\]

We first prove that there is a unique equilibrium when $R_0 > 1$ and $f(x)$ satisfies assumptions (i), (ii), and (iii).

By solving equation (2e) for $x_5$ and equation (2b) for $x_2$, we can substitute these expressions of $x_5$ and $x_2$ into equation (2c) to obtain an expression in which $x_3 = H x_4$ where

\[
H = \frac{G_1 G_2 (1-P_3) (1-P_5)}{(1-P_1) (1-P_2) (1-P_3) (1-P_4) (1-P_5) - G_3 G_4 G_5}.
\]

We observe that $H = (1 - P_1) A$. By substituting our expression for $x_2$ into equation (2a), we obtain the equation $x_1 = P_1 x_1 + b (1 - P_1) A f(x) x_1$, which simplifies to $(1 - P_1) - b (1 - P_1) A f(x) = 0$. We define $h(x_1)$ to be the left side of this equation. We can now determine the positive equilibrium by solving for $h(x_1) = 0$. By assumption (i) and the substitution of $R_0$ for $bA$, $h(0) = (1 - P_1)(1 - R_0)$. Since we assume $R_0 > 1$ and since $P_4 < 1$, $h(0) < 0$. Also, by assumption (ii), $\lim_{x_1 \to -\infty} h(x_1) = (1 - P_1) > 0$. Finally, by assumption (iii), $f(x)$ is strictly decreasing, so $h(x_1)$ is strictly increasing. Thus, the graph of $h(x_1)$ will begin below the horizontal axis, intersect the axis at a single point, and then increase asymptotically to a fixed
positive value. Since \( h(x_i) \) was set equal to \( (1 - p_i) - b(1 - p_i)Af(x) \) with the goal of finding where \( h(x_i) \) was equal to 0, and since \( h(x_i) = 0 \) at only one point, we have shown that there exists a single, unique positive equilibrium for this model when \( R_0 > 1 \). Note that, by this analysis, we have also shown that no positive equilibrium exists for \( R_0 < 1 \).

### Stability of Positive Equilibrium

We now examine the stability of the positive equilibrium. The following theorem proves the local stability of the positive equilibrium when \( R_0 \) is greater than but near 1.

**Theorem 3.** Assume \( \frac{\partial f}{\partial x_i} \bigg|_{\epsilon=0} = -c_i \) for \( i = 2, \ldots, 5 \) such that \( c_i \leq c \) where \( c \) is a positive constant. The positive equilibrium is locally asymptotically stable in a neighborhood of \( R_0 \) greater than but near 1.

**Proof.** Since we cannot explicitly solve for the eigenvalues of the Jacobian evaluated at the positive equilibrium, we approximate the eigenvalues in a neighborhood of when the extinction equilibrium destabilizes and the positive equilibrium emerges, that is \( R_0 = 1 \). To do this, we take \( R_0 \) to be a bifurcation parameter, meaning we assume that \( R_0 \) is a function of a small parameter \( \epsilon \). Specifically, \( R_0(\epsilon) \) is defined as a small perturbation of \( R_0 \) away from 1; we do this in order to determine population trends for \( R_0 \) greater than and near one. We define \( R_0(\epsilon) = 1 + \epsilon \) so that \( \epsilon = 0 \) corresponds to \( R_0(0) = 1 \). Similarly, we take \( x_1, x_2, x_3, x_4, \) and \( x_5 \) as functions of a small parameter \( \epsilon \). For \( \epsilon \approx 0 \), we use a Taylor series expansion to show that \( x_1(\epsilon) = x_1(0) + x_1(0)\epsilon = x_1(0)\epsilon \). Similar equations can be found for the other four life stages.

We know that \( x_3 = (1 - P_2)Ax_1 \) and that \( R_0 = bA \). By substituting these expressions in for equation (2a) and solving for \( x_1 \), we obtain the equation \( 0 = 1 + R_0f(x_1) \). Next, by substituting in the bifurcation parameters, we obtain the equation \( 0 = 1 + R_0(\epsilon)f(x_1(\epsilon)) = 1 + (1 + \epsilon) \cdot f(x_2(\epsilon)), \ldots, x_5(x_1(\epsilon)) \). We then implicitly differentiate this equation with respect to \( \epsilon \) to obtain the equation \( 0 = f'(\epsilon) + (1 - \epsilon) \frac{df}{d\epsilon} \).

where, by the chain rule, \( \frac{df}{d\epsilon} = \frac{dx_1}{d\epsilon} + \sum_{i=2}^{5} \frac{df}{dx_i} \), We now solve for \( \frac{dx_1}{d\epsilon} \) evaluated at \( \epsilon = 0 \). Using the fact that \( \frac{\partial f}{\partial x_i} \bigg|_{\epsilon=0} = -c_i \) for \( i = 2, \ldots, 5 \), we determine that \( x_1'(0) = \frac{1}{B} \), where \( B = \frac{G_1G_2[(1 - P_2)(1 - P_3) - G_2G_3] + G_1G_2(c_5(1 - P_4)(1 - P_5) + G_3(c_4(1 - P_3) + c_5G_3)]}{(1 - P_2)(1 - P_3)(1 - P_4)(1 - P_5) - G_2G_3G_4G_5} \).

It is possible to approximate the dominant eigenvalue of the Jacobian evaluated at the positive equilibrium in terms of \( \epsilon \): \( \lambda(\epsilon) = \lambda(0) + \lambda'(0)\epsilon = 1 + \lambda'(0)\epsilon \). Since \( \lambda \) must be less than 1 to ensure the stability of the positive equilibrium, \( \lambda'(0) \) must be negative to ensure stability for the positive equilibrium. It can be shown that \( \lambda'(0) = \frac{\mathbf{v}(0)\mathbf{J}(0)\mathbf{w}(0)}{\mathbf{v}(0)\mathbf{w}(0)} \), where \( \mathbf{J} \) is the derivative of the Jacobian matrix with respect to \( \epsilon \) evaluated at \( \epsilon = 0 \) and \( \mathbf{v} \) and \( \mathbf{w} \) are the corresponding left and right eigenvectors, respectively, normalized so that \( \mathbf{v}(0)\mathbf{w}(0) = 1 \) [7]. Using the fact that \( x_1'(0) = \frac{1}{B} \), this term calculates to

\[ \lambda'(0) = \frac{-c_2}{A}x_3(0) + \frac{H}{A} - \frac{H}{A}c_2x_2'(0) + 2x_3'(0) + x_4'(0) + x_5'(0) \]

By solving for the other derivatives, we obtain

\[ \lambda'(0) = -\left(1 - P_1\right) \cdot \frac{c_2G_1[(1 - P_3)(1 - P_4)(1 - P_5) - G_2G_3G_4] + c_2G_1G_2(1 - P_4)(1 - P_5) + G_1G_2(c_5(1 - P_4)(1 - P_5) + c_5G_3)}{c_2G_1[(1 - P_3)(1 - P_4)(1 - P_5) - G_2G_3G_4] + c_2G_1G_2(1 - P_4)(1 - P_5) + G_1G_2(c_5(1 - P_4)(1 - P_5) + c_5G_3)} \]

Since this term is negative, the positive equilibrium is stable when \( R_0 \) is greater than but near 1.

### Parameter Values and Numerical Simulations
Based on information available from the literature, Chiquet et al. estimated the parameters for the linear model, where \( f(x) \equiv 1 \). These values are given in Table 1. Again, \( \sigma_i \) represents the survival probability (in decimal form) of an individual in stage \( i \), and \( \gamma_i \) represents the probability (in decimal form) that an individual in stage \( i \) will move on to stage \( i + 1 \) for \( i = 1, ..., 4 \). We use these same parameters in our model. We note that since the birth rate \( b \) was calculated based on the biologically determined interbirth interval, it is the maximum possible fecundity and does not take into account the effect of density.

<table>
<thead>
<tr>
<th>( \sigma_1 )</th>
<th>( \sigma_2 )</th>
<th>( \sigma_3 )</th>
<th>( \sigma_4 )</th>
<th>( \sigma_5 )</th>
<th>( \gamma_1 )</th>
<th>( \gamma_2 )</th>
<th>( \gamma_3 )</th>
<th>( \gamma_4 )</th>
<th>( \gamma_5 )</th>
<th>( b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9070</td>
<td>0.9424</td>
<td>0.9777</td>
<td>0.9777</td>
<td>0.4732</td>
<td>0.1151</td>
<td>0.2586</td>
<td>0.4920</td>
<td>0.4920</td>
<td>0.1250</td>
<td></td>
</tr>
</tbody>
</table>

For the remainder of this paper, we consider the specific density dependent fecundity function

\[
(3) \quad f(x) = \frac{1}{1 + c(x_2 + x_3 + x_4 + x_5)}.
\]

This function assumes a constant value of \( c \). We choose this function in particular because this model, which is a modified Beverton-Holt function, has been used extensively in the literature to describe population dynamics of marine mammals such as common bottlenose dolphins, grey seals, and spinner dolphins [19]. However, we note that there are other possible functional forms that satisfy (i), (ii), and (iii), such as \( f(x) = e^{-c(x_2 + x_3 + x_4 + x_5)} \). To choose \( c \) we assume that the positive equilibrium consists of 381 individuals, which was estimated to be the number of female sperm whales in the GoM prior to the DWH oil spill [20]. This assumption results in \( c = 0.0045 \).

In Figure 2, we verify the stability results from the previous sections. For this model, the dominant eigenvalue of the inherent projection matrix, \( \lambda = 1.0096 \), is greater than 1, meaning that the extinction equilibrium is unstable. In Figure 2 (left), we change \( b \) to \( b = 0.05 \) to show that the extinction equilibrium is stable when \( R_0 < 1 \). In Figure 2 (right), we use the value of \( b \) from Chiquet et al. (2013), \( b = 0.1250 \) and the other parameters remain the same as in [6]. This figure shows that the density dependent model brings about stability for positive equilibria when \( R_0 > 1 \). Through exploring different values of \( b \), it appears that the positive equilibrium remains stable for larger values of \( R_0 \) not near 1. Figure 2 (left) was generated assuming an initial population size of 381 with individuals distributed between the stages according to the stable stage distribution, defined as the right eigenvector associated with the dominant eigenvalue \( \lambda \) of the inherent projection matrix \( D_0 \). This stable stage distribution is

\[
\begin{pmatrix}
0.0850 & 0.2077 & 0.3617 & 0.1783 & 0.1672
\end{pmatrix}^T,
\]

from Chiquet et al. (2013), where \( T \) denotes the transpose of a vector [6]. Since there are a total of 381 female sperm whales in the gulf, the initial population vector of sperm whales prior to the DWH oil spill is given by

\[
\begin{pmatrix}
32 & 79 & 138 & 68 & 64
\end{pmatrix}^T.
\]

Figure 2 (right) was generated with the same stable stage distribution but with an initial population half the size of the one given above in order to demonstrate that the positive equilibrium can be achieved regardless of the initial population size.
Population Recovery Following a Disturbance

In this section we examine the effects of reductions in survival rates (which simulate the effects of a disturbance, such as the DWH oil spill) on sperm whale population recovery times, defined as the amount of time it takes the population to return to a certain percentage of its original density. To produce the effect of a disturbance, the survival rates $\sigma_i$ at each of the life stages will be reduced proportionally by $\epsilon_0$ for a certain period of time $T_c$ before the survival rates return to their original levels. We incorporate this information into a function, $\tilde{\sigma}_i(\epsilon_0(t))$, that will replace $\sigma_i$:

$$\tilde{\sigma}_i(t) = \begin{cases} 
\sigma_i(1 - \epsilon_0), & 0 \leq t < T_c \\
\sigma_i, & t \geq T_c 
\end{cases}.$$

We assume that 381 is the equilibrium size for the population and, following Schwacke et al. (2017), define the recovery time to be the amount of time it takes for sperm whale numbers to reach 95% of that value, i.e. 362 individuals [19, 20]. We assume that the initial population is distributed according to the same equilibrium distribution and initial population size given above.

Using values of $\epsilon_0$ from 0.01 to 0.2 and values of $T_c$ from 2 to 40 years, we develop the contour plot of recovery time shown in Figure 3 (left). If survival rates are decreased by just 2% for 10 years, the recovery time is 213 years. A 4% reduction for just 4 years results in a recovery time of 177 years. Evidently, even small reductions in survival rates or short periods of time over which these reductions take place can have devastating impacts on sperm whale population dynamics. If we instead define the recovery time to be how long it takes for the population to return to 90% of its original levels, i.e. 343 individuals, we can create a new contour graph, which is shown in Figure 3 (right). The results in this graph show that the effects of a disturbance are more optimistic. A 2% reduction over 10 years will result in a 101-year recovery period, and a 4% reduction over 4 years results in a recovery period of 64 years.
Since the recovery time appears to be sensitive to the threshold value, we wish to analyze various other threshold values. The plot shown in Figure 4 illustrates the recovery time if we change the threshold value to be between 75% of the original density (286) and 95% of the original density (362), using 5% intervals. We use two different values of $T_c$ and three different values of $\epsilon_0$ to obtain a wide range of results. As the plot shows, the recovery time increases somewhat linearly as the threshold value increases. In fact, when each of the six curves are fit to a regression line, each of the regression lines has the identical slope with an R-squared value of 0.959. It appears to be the case that regardless of the values of $T_c$ and $\epsilon_0$, increasing the threshold value by one individual will, on average, increase the recovery time by approximately 3.35 years. In other words, increasing the threshold value by one percent (i.e., 3.81 individuals), on average increases the recovery time by approximately 12.76 years. However, we note that as the threshold value increases, the slope of the regression line also increases. For example, between a 90% and 95% threshold value, increasing the threshold value by one individual will increase the recovery time by approximately 22 years. Additionally, as expected, the recovery time increases as the threshold value increases and as the values of $\epsilon_0$ or $T_c$ increase.

**Figure 3.** Time needed for the population to return to 95% (left) or 90% (right) of its equilibrium value

**Figure 4.** Recovery time for a range of threshold values and different values of $\epsilon_0$ and $T_c$

**Discussion**
Using what little information is known about sperm whale populations in the GoM, studies have estimated that the value for the inherent net reproduction number of sperm whales is indeed greater than 1, but just marginally greater than 1. This means that the population is relatively fragile and large disturbances, such as oil spills or other forms of chemical or noise pollution, could drive the population to extinction [5]. The Deepwater Horizon oil spill in 2010 had demonstrated negative effects on sperm whale populations. Researchers have found higher levels of DNA-damaging metals found in oil like chromium and nickel in sperm whales in the GoM compared to the rest of the world. This can negatively impact reproduction and development of sperm whales and could even have carcinogenic effects [15]. Another ongoing effect of the spill is that sperm whales are spending less time foraging in ideal locations in the GoM, meaning that these whales may be forced into less suitable areas where increased sperm whale numbers are not sustainable [15].

In this paper, we first developed a density-dependent sperm whale population model as an extension of the linear model developed by Chiquet et al. (2013) in an attempt to more accurately represent sperm whale population dynamics in the GoM. We then analyzed the stability of the extinction equilibrium and we proved the existence of a unique positive equilibrium. We showed that the positive equilibrium is locally asymptotically stable in a neighborhood of $R_0$ greater than but near 1. Based on vital rates given by Chiquet et al. (2013) and using a rational density dependent function, we developed and graphed numerical simulations for our model. Finally, we examined the effects of a disturbance that would reduce survival rates and determined that the recovery time can vary between a few years and a few centuries depending on the proportional reduction in survival rates and the length of time over which the survival rates are reduced, as well as on the threshold value used.

Looking forward, more accurate population models will become increasingly important to determine the effects of human interference or natural disasters on sperm whales in the GoM. According to our model, the recovery time is long for even relatively small disturbances. When we redefined the threshold value to be 90% of the original population, the recovery time decreased substantially. A biologically relevant and more rigorously defined threshold value for determining recovery time would be helpful in future examinations of environmental disasters. Another way to make this model more realistic would be to gain better knowledge of jumbo squid populations in the GoM, the sperm whale’s primary food source, and to incorporate these results into a future model. This would allow us to better understand sperm whale population trends and the effects of human interference and stochastic events on the whales. Since recovery times for sperm whales tend to be long, we could also consider the possibility of additional environmental disturbances. In such a scenario, we could determine the probability of extinction if repeated environmental disasters were to occur.
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