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1 Introduction

One of the main uses of filters is to estimate the state of a noisy dynamical system. They have numerous
applications in robotics and tracking systems. The filter estimates the new state of a system from noisy
measurements. This calculation relies on using Bayes’ Theorem to calculate a posterior distribution, thereby
providing the statistics of the the new state.

One of the most well-known filters is the Kalman filter which assumes the noise is Gaussian. However,
the posterior can be difficult to calculate when the noise is non-Gaussian. In this case, particle filters can
be quite competitive. The idea behind a particle filter is to approximate posterior distributions by weights
associated with a set of random sample points (particles). The weights are updated sequentially. However,
a currently unresolved problem with particle filters is “particle degeneracy,” where most particle weights
evolve to become close to zero, the result of sampling the posterior in places where the density is also close
to zero. Particle filters also suffer from the curse of dimensionality [6] in which exponentially more particles
are needed to maintain a certain level of accuracy. (Question: is it true that for larger dimensions, it’s easier
to get particle degeneracy?)

Particle flow filters are designed to address this issue. In these kinds of filters, the particles are advected
to desirable positions in the posterior in order to avoid particle degeneracy. A key ingredient is the design



of the flow that advects the particles. Although particle flow filters can out-perform classical particle filters,
designing the flows can be challenging. For example, the resulting differential equations to advect the
particles often become stiff.

Our team was tasked with the challenge of designing a particle filter flow that reduces stiffness and is
more general than the results in [2]. This report discusses the ideas and results that our team produced.

1.1 Basic Mathematical Framework

For any events A and B, Bayes’ Theorem states that

P(A|B) = P(A) P(B|A) /P(B) (1)
—_— =
posterior prior likelihood

We introduce the symbols g and h for the prior distribution and likelihood functions respectively. We also
introduce a parameter 0 < A < 1 and a function K () such that K(0) = 1. If we define

g(@)h(x)*

p(x,A) = KO)

(2)
we notice that when A = 0, p = g is just the prior distribution but when A = 1, p becomes the posterior
distribution. Therefore, eq. (2) interpolates between the prior and the posterior distribution and we can
think of A as a time-like variable: as this variable increases, the prior evolves into the posterior. Eq. (2)
defines a homotopy between the prior g and p(zx, A).

Taking logs of both sides of (2),

log p(x, A) = log g(x) + Alog h(x) — log K'(\) (3)

The idea of a particle filter is that we introduce a set of particles which are used to sample the prior. We
wish to advect these particles to “good” locations so that the posterior is adequately sampled. For example,
there should be more particles in places where the posterior density is larger.

Suppose we have a flow f that advects particles according to

dx _

dx

We can design f so that the particle filter has desirable properties. The PDE obeyed by p is Liouville’s
equation

f. (4)

dp
- . f = U.
oy V.-(pf)=0 (5)
The stochastic version of (4) is
dx = fd\ + dw, Eldwdw™] = Qd), (6)

for a matrix @@ and Brownian measure dw, and the associated PDE is not Liouville’s equation, but the
Fokker-Planck equation:
op
ox
In [2], several f and @ were proposed. However, it seems that with these choices, the SDE (6) often
became stiff. Our team was challenged to find alternative f and @ that reduce stiffness in the problem.
This report is organized in the following way. In sections 2 and 3, we try to understand the origin of the
stiffness by studying a 1D problem where all distributions are Gaussian. In sections 4 and 5, we propose some
mathematical modifications of £ and @ that extend the results of [3]. In section 6, we propose an inertial
regularization scheme for the stochastic particle dynamics called HOMEBREW for mitigating stiffness. In
section 7, a specific choice for f is proposed based on kernel density estimators. In section 8, we analyze
the stiffness in the Crouse’s 2018 paper. Finally, in section 9 we consider modifications to the homotopy (2)
and in section 10 we consider an approach to solve for f and @ in non-Gaussian cases, either directly or via
solving ODEs in .

V() + 5V - (QVD) (7)



2 Deterministic flow with 1D Gaussian posterior

author: Hunter Akins, fakins@ucsd.edu, UCSD

The idea is to derive the drift function f(x,\) for the flow corresponding to a 1D Gaussian prior on a
state x and a direct measurement of the state z = x +n, where n is zero-mean Gaussian noise with mean o%.
The thinking is that this simple toy problem provides some insight into the way the flow works and maybe
gives a clue on the origin of stiffness. It is a simpler result than the result in [7], equations 8, 9 and 10. In
that paper, they present the drift function f(z,\) for an n-dimensional Gaussian with prior covariance P,
and prior mean T and a measurement of the state z = Hx + n, where the measurement noise n is zero-mean
gaussian with covariance R.

The deterministic (zero diffusion) form of the Fokker-Planck equation is

9 af  ap

% = —div(fp) = "9z or (8)

Divide through by p (assumes that it’s nowhere equal to zero which is true for us) to get the equivalent
form

of 8logpf alogp
oz ox
2

For given variances 03, o and mean z, define a Gaussian prior and likelihood

oz) = exp{—;fg}, (10)

=

5

N~—
|

\/;TT%exp (_(9”2;5)2> (11)

The “tempered” posterior for a given \ is p = g(z)h(z)*/K(\). Note that

2 2 o
\ L @-2p % + 71/A 0 a)?
g(@)h(x)” exp{ 208 20%/\ } . exp{ 20803 /A (=~ of + of/A J

Therefore the product p(z) must also be Gaussian with mean

2
9y

A) = 12
W) = (12)
and variance 5 o
E()\) _ 0001/)‘ — 0001 (13)
os+o02/X  Ao2+oi’
Therefore, the normalizing factor is K(\) = /27X (A). Define
o? oA
Ve %0 %A 14
A -y Sl e g (14)
We can then write ( B2
T — z 1
1 =————" 2 — —log(27X(N)) . 1
ogp 250 5 log(2mX(4)) (15)
Meanwhile we have that —% = + alog E f. This has solution

1 (% Ologp_, , .,
f(w)161/1(17)+1<$) o

with

I(z) :exp/ ag)fp p(z,N) .



We have
dlogp z(m—ﬁz)% (z—B2)20% 1%

oN b 252 9N 2% ol (16)
Examining ¥ (\), we have
% olo? 2u(A
T 2012208:* 002()2' (17)
oA (Aog + o) (Aog + o7)
We also have
9B _ ogo? _ ogo? 20N (18)
ON  N2(o2+03/N)?2 (Mot +o01)2 Ao +oi
Plugging these in gives
oA (Mg +0?) 22(\e¢+0})  2(N\al+o0?)

To compute f, we need to compute

T 610gp /ac e_(z/_gz)2/2§:(>\) |: , a%(x’—ﬁz)z 1 2:| ,
= z(x' — Bz) — ————————— + —oj |da’ . 20
/ P7ox (Aod +02)/275(N) (& = 52) 2% 20 (20)

— (=82
Introduce p = 0 to get
* 9logp /“(I) 1 M2{ 5 o 1 2]
= e V22X —ogp” + —og | V2Edy . 21
/p O (A3 + 03)y/2m2(N) T O0R T 500 a (21)

Use the facts

1
/e*"‘”zdx = —*679527
2

2 1 2
/efx r?dr = Z(ﬁerf(x) —2e " x)

and )
/e_xzdw = §ﬁerf(x).
* 9logp V2% { 1 2 ol e 1 51
= ——2V2¥ exp " —of—(y/merf —2eH + —of —+/merf
GV T o sv] p o7 (Vmerf(p) )+ 5005 Vmert(u)
(22)
Cancel some stuff )
¥ dlogp V2% _;2[ z o ]
= e —ZVeE 4 20, 23
/ P~ax (Ao2 + 02)\/272(N) 2 e (23)
Note that
p(x, ) = exp(—p(x)?) /V2rE.
Therefore o1 )
ogp 1 og
1 -z + —(x — 24
i S . .
We can also express this as
8logp o8 2 o0
1 - - 94 0% 2
i [ Voo = et (5o ) @)
This gives
e =afp— ot ot/ 4 0% (26)
z,\)=c1/p— ———51T o, — |z
TP 00+ ) I g+ ot



Expanding out § gives

i i
2 nT+ 2 2
(Aod + o7?) 2(\o§ + 07)

fx,\)=ci1/p— 5 5 (N?0g + Aogot +207)z . (27)

To compare with Daum and Huang (2012), their equation 8 is

dz
o = ANz (V) (28)
where
A(N) = f%PHT(/\HPHT +R)'H (29)
and
b(\) = (I +20\A)[(I + NMA)PHTR™12 4 Az] . (30)

Evaluating their expression for P =03, H =1, R = 0%, and Z = 0, we get that

i

BN R

(31)

in agreement with what I have obtained. However, my b(\) does not seem to agree. Theirs is correct (and
confirmed by simulations). Where’s the error?

3 Stochastic flow with 1D Gaussian posterior

author: Richard Moore, moore@siam.org, STAM

With nonzero diffusion, the Fokker-Planck equation takes the form
9
oA

where ) is a symmetric positive semidefinite matrix. Evaluating this at the A-homotopy of the one-

dimensional posterior above gives
&?logp O*f 0O of 0 {1 0 ( 8}))}

dlogh f ? AL <) L I
or Ox? o2 oz Por " oz 2p Ox Oz

= —div(fp) + %div (QVp) (32)

(33)

Following [8], we can define the drift using the first two terms of Eqn. (33) to find

f=-%(-2)/ot. (34)

where ¥ is defined in eq. (13) and z and oy are the mean and standard deviation of the likelihood in eq.
(11). Suppose € = 0%/03 < 1. Then the variance of the likelihood is much smaller than the prior and the
distribution of the likelihood is also much more sharply-peaked. Without diffusion (Q = 0), the solution of

de . Yx—-2z) (r—2)
d)\_f__ o? T A fe (35)
with (A = 0) =z is
_ e(xg — 2)
x_z+7)\+e , (36)

and we see that the evolution of a particle from zy to the stable fixed point z is algebraic rather than
exponential because of A in the denominator of (35). With diffusion (@ # 0) and f given by (34), the
Fokker-Planck equation is satisfied when

Q=Y?/o%. (37)
Figure 1 shows the evolution of the prior into the posterior when ¢ = 0.1. We observe that most of the
dynamics occurs over an initial time 0 < A < O(e).
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Figure 1: Simulation of ensemble of n = 10* particles evolved according to stochastic dynamics [equation
ref here]. The two-timescale choice ¢ = 0.1 leads to most of the evolution of the distribution from A = 0 to
A = 1 occurring during (0, ). Shaded colors show the empirical probability density via simple histogram of
the particle ensemble, using 100 uniform bins. The black curves (expected distribution p(x, \; z,€)) agrees
with results of the simulation.

4 Generalizations of ()

author: Erik Bergland, erik_bergland@brown.edu, Brown University

We look to extend the class of solutions from [3]. The next simplest choice of @) that includes some de-
pendence on space while guaranteeing symmetric positive-definiteness is

Q(z,A) = [lz — pl*R(\) (38)

where p is some parameter which could be chosen and R is symmetric positive definite. Essentially, the idea
is to reduce the influence of the noise term once we are in the vicinity of some pre-selected point, since larger
noise terms are more difficult to compute accurately. One could also allow u to depend on A. Keeping the
notation of the paper, we note that if we have a deterministic drift f¢ and we make a choice such as the one
above for @), we find a stochastic drift f° given by

1 1
f? =fd+§QV10g(P)+§fQ (39)
where f@ is given by
0Qi.
Q_ N~ ZxiJ
1= ; Do (40)

For the remainder of this section, we will make use of the Einstein summation convention, so that any
repeated index is summed over. For example, we can write the equation above as

0Q; ;
Q _ ,J
fi o 8aj
or

f2=0,Qi;



We find that in our case, the corrective term f@ is given by

= 0;Qu;
2
= Ri;0; |z — pl|
= 2Rij(x; — py)
As in the paper, let us now compute the Jacobian of the stochastic drift in an effort to understand stiffness.
We have that

[l — pll?

f=1+ =

Differentiating by «;, we find that

R;;0jlog(p) + Rij(xj — pj) (41)

ollz — ull? x — ull?
off =ofl+ MRM@ log(p) + MRU@@ log(p) + Rij0i(x; — p15)
= Of% + Rij(z) — )95 1 o= wlP 91,1 Ri;0;
= lfi + 1](581 ,Ul) j 0g(p)—|— 2 i 0105 0g(p)+ i3 0341
= O + Rz — 1)d;1 e =l 50,1 :
= Oufi + Rij(wr — m)9;log(p) + ————Ri;019;log(p) + Rir

Let us suppose that we evaluate the Jacobian at our control location p in order to evaluate stiffness. We
find that
A(N) = Aa(A) + R(N) (42)

where
A = V oz (43)

thus, we see that we can use R to control stiffness at the target location p.

5 Possible modifications of previous solutions

Author: Pietro Zanin, pietrozanin2027@Qu.northwestern.edu, Northwestern University.

5.1 Summary

In one of the most important papers of Fred Daum in particle flows, the following SDE is solved for f and

Q:

dlog(h) , 0V - f

9 log(p)  9log(p) 9 10V '(Q*gg)
— _— + JR—
ox ox

=1 Ox? ox Oz 281’( D ) (44)

We exploited the fact that the PDE is highly undetermined to create new solutions from the known one.

Many modifications are possible, leading to different results that could decrease the stiffness. Numerical
simulations are necessary to verify the usefulness of the new solutions, we believe that this is a worthwhile
effort to take in the future.

Some modifications require simpler equations to be solved, we did not manage to solve all of them. More
work in this part could be fruitful.

5.2 Introduction

The aim here is to start from the solution for the flow derived on [12], and then modify it in such a way that
stiffness is attenuated but the equations are still solved.

The intuition is that, without any ansatz or simplifying assumptions, solving the necessary PDE is
very hard. Using the already known solution as a basis makes this task easier, while avoiding too many
assumptions such the ones used in [3].



To avoid confusions, we stick to the notation of the paper, so

of . O*f : .
—— = gradient of f, —= = hessian of f, V - f = divergence of f. (45)
Ox Ox?

Also, we do not distinguish explicitly vectors or matrices from scalars.

The PDE to be solved is

dlog(h)  OV-f __ p0log(p) Olog(p)df 10 V- (QF)
= _ — AT S S YA 4
Ox * Ox ! Ox? ox Oz + 28x( D ) (46)
In the paper, f is obtained by matching the first term of the LHS and the first term of the RHS:

_,0%log(p),_y, 0log(h) . p
and @ is obtained by matching the other 3 terms:
B 92 log(p) ,_, 9*log(h) ,0%log(p)._;
Q - _( Ox2 ) o1 ( Ox2 ) . (48)

5.3 Part 1: modifications independent of x

This idea comes from the fact that the PDE to be solved is obtained originally by taking the gradient in
relation to x of another PDE. This suggests that there is a certain freedom on introducing terms dependent
on A.

5.3.1 First try: 82(,1;;‘%(1)) — azé?ng(p) + A(N)

2
This is an attempt to avoid getting a very high condition number for 9 g;gz(p )

d%log(p)  9*log(p)

2 og2 + A(N), rank(A) = 1. (49)

We will use the formula

LA—lBA—l, if rank(B) = 1. (50)

A+B)l=4"1—
( ) 1+g

With these modifications, we get that

1 ,0%log(p) 9% log(p)

2 )_1 - 1 +g( o2 92 )_1) (51)
&log(p), ., 1 9%log(p),  ,,0*log(p), 4

( Ox? ) - 1—|—g< Ox? ) ( Ox? )7

1 2 lo 9?1lo 1 1 9?1lo 4 92 1lo 1
o a1 L i g P

and f is modified such that

Q N _((82 IOg(p) )_1A(

(9% log(h)
Oz

=Q+

)THAQA(

82 log(p))—l _ 1 (82 log(p))—l (82 lOg(p)
Ox? 1+g¢° 02 Ox?
1 9%log(p)

=(1- m(w)_lf‘l)f- (52)

s 1Og(h) )T

ol

f=-=(



Then, the PDE becomes

9% lo
dlog(h) , 0V -f OV (554 r - e @ los) ) 0 los(y)
ox ox Ox 1+yg Ox? Ox?

0log(p) 0 1 ,0%log(p). _ 10 V-(Q'%)
T on %((1_m(w) YA)f) 5%(%%

where Q' represents the new value of Q).
We can use the original equation to cancel some terms:

OV (g (A AR gt J loslp) 9 1 0*loa(p)
oz 1+4+g¢ Ox Ox'l+g Ox?

10 V-(Q%), 18 V- (QF ))

2896( P )- 28:10( P

)~ Af) (54)

It is not clear how to simply the last 2 terms.
Alternatively, we can stick to only modifying f, so the equation for A is

OV - (T (T TAf) g7 AT L Olog(p) 9 1 0 log(p)

B Ox 14y Oz %(l—i-g( Ox2 )71 Af). (5)

It is not clear if this equation can be solved.

5.3.2 Second try: f — f+ ¢(N), Q—Q+ AN

Here, we introduce a vector ¢(\) and a matrix A(A) to the original equations:

f=f+o(0), Q—=Q+AMN). (56)
The original PDE becomes

dlog(h) OV -f _  p0log(p)  58”log(p)
ox + ox i Cox? —¢ 0x?
_Olog(p)df 19 V- (QFE )+1gv-(A%)

Oxr Oz 2%( D ) 283:( D )
0= _grPloslp) 10 V-(A3), r_ 1 9logp)) 1 0 V- (Ag),
B Ox2 2 0z P ’ 20 Ox? Ox D ’

It seems that there is not a way to satisfy this equation, as the LHS does not depend on x, but the RHS
will depend on it, because the first term depends on the second derivative of p in relation to xz, and the
second depends on the third derivatives of p in relation to x.

Incidentally, this suggests a different approach: ¢ =0 and A = A(x, \). With this choice,

9 V-(A)

0= 5o (), (58)

where we just need to pick a matrix A(x,\) such that the product A = does not depend on z, this is
alwaysd possible.
It is not clear if this is actually useful to lower the stiffness.



5.3.3 Third try: f — A(\)f, Q — B(M)Q
Now we try to multiply the original solutions by matrices A(A) and B(\):

f—=AN/, Q — B(M)Q. (59)
The original PDE becomes
dlog(h) OV -(Af) 82log(p) dlog(p) OAf 18 V-(BQZIE)
Ox + Ox =-ftat 0z 9z Oz + 5%( D ), (60)
V- ((A-1)f) _ 9” log(p) dlog(p) 0f 10 V-((B-1)QF)
a—x_—fT(AT_l)W_(A_D 9 or 20 » =),

It is not clear how to proceed from here. Again, we could consider the case where A =1 and B = B(z, \),
so we would need to satisfy

9 V- ((B-1)Qg)
0= 5 2

)’ (61)

which can always be solved, just choose B such that (B — 1)Qg—£ is not 0 but does not depend on x.

Again, it is not clear if this is actually useful to lower the stiffness.

Similarly, we can multiply f and @ by scalars a(A\) and b(\) respectively, but we just get very similar
equations.

5.3.4 Mixing different strategies

It is worth mentioning the fact that mixing different strategies could work. For example, we could try to

modify f by modifying %, and then modifying @ by multiplying it by a properly chosen matrix B(z, A).

Testing all the possible choices would take time, and again, it is not clear if it effectively reduces stiffness.

5.4 Part 2: starting with a different f

Here, we try to match different terms of the equation, in order to obtain different solutions.

5.4.1 First try

dlog(h) _ 0Olog(p) 0f

= - 2
ox oxr Ox (62)
With this choice, it is not possible to isolate f.
5.4.2 Second try
Now, we start by first finding a solution @, and then finding a solution f:
dlog(h)) 10 V-(QL) 1V-(Q22) p
—_ = (—= log(h) = - ————2&= A 2p(log(h) —¢) =V - (Q—=).
= s () g = 5SS e, 2p(log(h) —) = V- (Q5F).  (63)

The only sensible way to proceed is to introduce a potential ¢(x, A) such that Q% = %, and solving
the Poisson equation

2plog(h) = V¢, (64)

10



where we took ¢(\) = 0 for simplicity.
Using Green’s function method, one of the solutions for ¢ is

2plog(h)(z', A) .,
Pz, A) :/de, (65)
where the integration is over all the volume, and d is the number of dimensions of x.
Therefore, we would have to first compute ¢(x, A), then choose a solution such that Q% = % is satisfied,

and finally solve the following equation for f:

oV - f
ox

9 log(p) dlog(p) Of
Oz Ox Ox’

- (66)

We did not figure out a solution for this equation. Even if there is one, it is not clear if the time necessary
to solve the Poisson equation and to find Q is not prohibitive.
These calculations can be understood as a generalization of the ones done in [9].

5.4.3 Third try
Now, we impose
0log(h) ov - f

e = oy los(h) (V) =V (67)

Again, the only sensible way to proceed is to introduce a potential ¢(x, \) such that
log(h(x’, A
Vo= —logn), o) = [EME g (68)
Then, we obtain the following equation for Q:

[ loa(h(+’, ) 0% log(p)
| z — o |31 0x2

2( — log(h) — G0y, (69)

and it is not clear how we can solve it.

5.5 Variational approach

We can start by minimizing the Wasserstein distance between the new f and the old f, similarly for Q). By
exploring the properties of f and @, we can impose appropriate conditions on f and Q.

minimize,, A/ | frew — forall da dX (70)
Q

But how to proceed from here remains unclear. Some related work that can be explored for future research
includes [10], in which the exact unique minimum norm solution for f is given in terms of the generalized
inverse of the linear differential operator.

In a different direction, a general purpose Bayesian inference algorithm, Stein variational gradient descent
[14], was proposed to iteratively transports a set of particles to match the target distribution, by applying a
form of functional gradient descent that minimizes the KL divergence. We can make comparisons between
the condition number of the Jacobian matrix of the differential equation for a particle flow [3] and the
counterpart in Stein variational gradient descent.

11



6 Regularization of Particle Dynamics

Contributors: Erik Berglund, Sameer Pokhrel, Chris Raymond, Pak-Wing Fok.
Summary here: Our main contribution here is to remove the stiffness in the particle advection by adding
inertia or “mass” to each particle. Instead of p
X
= f, (71)
(Brownian dynamics), we include a second equation for the velocity (“Langevin Dynamics”), and quickly
and continuously remove the inertia as A increases:

5 (2) = () + 0= (arjan) "

We find that this new scheme reduces the stiffness in the ODE or SDE for one simple test case in [1],
while still retaining the desirable properties of the original scheme. Specifically, when the prior is broad
and the likelihood is sharply peaked (corresponding to accurate measurements), the original particle method
blows up due to stiffness, while the new scheme (which we call HOMEBREW) is able to advect particles to
their “proper” positions in phase space. Any scheme in the form (71) with any flow field f can be regularized
in this way.

Full explanation: This calculation is motivated by the results in [11] and uses the same notation. Recall that
the governing ODE for noiseless particle dynamics is

dx

2Tt
d\ ’ (73)
where the flow field f satisfies the PDE
d
V- (pf) = —plogh +p—log K(A) = n(x, ) (74)

We anticipate issues with the dynamics associated with this system. Loosely speaking, one can “solve” eq.
(74) to find

1
f = 7/ X, \)dx,
. n(x; A)

dx 1
T O(p)

which shows that the p — 0 limit is singular: particle positions evolve very quickly, over a time scale of O(p),
giving rise to stiffness. We have investigated two ways to relieve this stiffness: a change of spatial variable,
and inertial regularization.

6.1 Inertial Regularization (HOMEBREW)

For concreteness, suppose we follow the “Coulomb” method discussed in [11], in which case we define pf = VV
so that V satisfies the Poisson equation
Y, A)

V2V:7]:>V:fc/ n
Ilx —

d_
where ¢ = % is a constant and d is the number of spatial dimensions. Note that the inertial regularization

could potentially be applied to any method that generates a flow field f.
The ODE corresponding to the Coulombic particle method is
dx
— =VW 76
Py (76)
The physical interpretation of the above equation is that a particle moves up the gradient of V', which acts
as an external force to the particle. The p(dx/d)\) term is analogous to an air resistance, or a friction term

12



if A plays the role of time. When an external force is applied to a particle with vanishing (p — 0) friction,
the resulting velocity is enormous. Given that the particles start stationary, the ODE (76) is very stiff.
Suppose we think of the particles in the “particle filter” as actual point masses. Then, the problem
with (76) is that the mass of the particle has been completely neglected. The key idea behind inertial
regularization is to imbue the particles with mass so that when an external force is applied, their velocities
increase smoothly:
d*x dx
KPR
This can be solved as a system of coupled ODEs:

3 (2) = (oo ) ™

Initial conditions for the velocity must also be specified:

= VV. (77)

J)k()\z ) = Tk,0, k= 1,...,d (79)
Uk()\: ) = Ug,0, k= 1,...,d, (80)
and vy o ~ N (0,02), so the components of the initial velocity are randomly distributed while the initial

positions are given.
In the general case, we add inertia to

dx
= _f 81
N (81)
to obtain the new ODE P2 p
X X
— + —="f. 2
e T (82)
Introducing v = Zl—’/\‘,

3 (5) = (=) &

This is the fully inertial regime. We found that using this ODE for advecting particles resulted in oscillations
and instability. To remedy this, we tried to interpolate between (81) and (83), essentially adopting (83) when

A =0and (81) when X = 1:
& () =0 (e =Sm) 2 (afan)- &9

When A = 0, it is clear that this equation reduces to (83). When A = 1, we have

% (i) - (df;d)\) ’ (85)

and the second ODE is redundant. However, this interpolation scheme was also found to give rise to
inaccurate posterior distributions. We adjusted the interpolation so that inertia in the scheme would decay
exponentially as A departed from 0 with a decay constant a that is controllable by the user:

5 ()= () * 0= (agjan) = F 0

The constant a is a tuning parameter that controls how quickly inertia is removed from the system. We
found that a > 1 seems to give good results. We call our new inertial regularization method, along with this
particular form of interpolation “HamiltOnian MontE carlo-ization of Bayesian paRticlE floW” (HOME-
BREW). In the stochastic version, the external forcing f is replaced by f + dw/d\ where (dw,dw) = Qd\
and @ is a symmetric positive definite matrix.
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Decrease in the covariance for measurement
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Figure 2: The particles after a polar angle-only measurement, given a Gaussian prior using the Gromov
flow and explicit Euler method. Prior particles are blue circles and posterior particles are red circles. The
particles are biased far away from the true value of (3,3). The number of particles is 1000 and the covariance
for measurement noise is taken as 1072,

6.2 Results and Condition Numbers

In this section, we test HOMEBREW on the example in [1], section VII. This problem involves inferring the
position of a point in the Cartesian plane from a noisy measurement of its angle from the z-axis. The prior
is a 2D Gaussian. A more accurate measurement results in a narrower likelihood function, resulting in more
stiffness. We find that HOMEBREW is able to produce good posterior distributions even when the prior is
flat and the likelihood is sharply peaked.

In Figure 2 which is not stiff, and uses ¢ = 1072 as the measurement noise, the prior is realized with
the blue points and the posterior with the red points. However, when the problem is stiffened by reducing
o to 107* in Fig. 3, almost all of the particles shoot off to infinity. The same value of ¢ but with the flow
equations integrated using HOMEBREW results in Fig. 4: the results are much more reasonable and we
obtain a posterior realized with particles lying on a ray with angle given by the measurement.

We can define condition numbers for the original ODE (81) and HOMEBREW (86):

where A\pax and Apin are the maximum and minimum eigenvalues. These condition numbers quantify the
stiffness of each system. As future work, we plan to track the condition number for a single particle as it

14



Decrease in the covariance for measurement
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Figure 3: The measurement noise is taken as 10~% and all other parameters are same as figure 2. The result
shows that a decrease in covariance of measurement makes the problem stiff which results in an undesirable
solution.
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10 Stiff Problem with inertia

-10 -8 -6 -4 -2 0 2 4 6 8 10

Figure 4: The measurement noise is taken as 10~% and all other parameters are same as figure 3 and 2.
However, the proposed inertial regularization method is used for the flow. The biased is reduced and the
result is much better when compared to figure 3.
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evolves in state space.

6.3 Changing spatial variables

Stiffness arises because when p — 0, eq. (74) is singular. We make a change of variable in an attempt to
make the argument of the divergence in (74) identical to the right hand side of (73). Define

dy = plx,\)dx (90)
This gives rise to the system

: op

divJ - 1
iv =3 (91)
dy
- = J. 92
o (92)

Superficially, this seems to have removed the singularity since J = O(1) rather than O(p~!), but stiffness
remains because of (90): we need to switch between y and x variables by solving a stiff ODE.

7 Stochastic mean shift dynamics

Author of this section: Praneeth Vepakomma, vepakom@mit.edu.

In the context of the continuity equation we propose to use a specific choice for the deterministic flow.
Firstly, the following are kernel density estimators of pdf’s, their gradients and hessians.

n 2

— A lilr—ux
= = —— 93
frn(z) = f(@) =cn ;:1 exp ( 51— ) (93)

The gradient of pdf estimator is
2 " - 1z —a; |

= Z —= : 94
Vi@ =exy (2" ) e ( o ) (94)

The hessian of pdf estimator is

n T
H:RY - R™ .= H(z) = gl (—I + (@ =) (@~ ) ) exp (—
1

Given the continuity equation below,

dx = f(x, \)OA + /Qow (96)

we use the mean-shift iterate used for clustering as the deterministic part of the flow as given below where
the first term coincidentally happens to be a kernel-density estimator of log density.

- ZTL: (zi;z)exp{fl u”2}
fa=Viogp(a)y + 7= — 12 T H - Hb2 tz (97)
i=1 &XP {7 = }

In order for this flow to fit the Fred Daum et.al framework, the following condition needs to be satisfied.

% = —div (pfy) where p(z,0) = g(z) (98)
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This condition can be simplified using standard property of divergence of product of scalar and vector-valued
functions to get the follows.

~[pV - fa+ fa- VP (99)

But
fa =V ke logp(z) +

and as divergence of gradient is the Laplacian, we get

103

(100)
V- fqa=Alog (2) +V -z (101)
d
% = Alogyge p(x)+d (102)
(103)

Now, the generic distribution case above can also be "restricted” to the Gaussian case using the proposed
fa above to fit into the Fred Daum et.al framework by using

0? 1ogp>_1 K@logp

Jo=Jat < 022 o (104)

where the stability depends on J(fs)[,_,,) and

1 _
K =5 (VYT logp) Q) + 5 (Va V] logh) (V. V] logp) (105)

1
2

7.1 Non-singularity conditions

Now as a secondary exercise, we try to place conditions on natural gradient based flow used in Fred Daum to
guarantee non-singularity on the hessian term that needs to be inverted. We first introduce some notation
for brevity as follows.

n 1 12
AR 5 R = A(x) =) (z—x) (x — ;)" exp <—2 ° hxl ) (106)
i=1
and
= 1|z —a; |
M:R* - R:=M(z) = -5 - 1
— (x) ;exp 5 W >0 (107)

Now the hessian of the pdf can be estimated based on kernel density estimates as

. C
Vhle) = 55

[—M(m)]d + Ab(f)} (108)

Similarly, the hessian of the log density can be estimated as

Cn

V210gp(a:) = bT

M(2) ()2 (109)

—M(z)], + AR [Vﬁ(:r)]ﬂ

Now the non-singularity condition requires the product of determinants

Ly — [S.UT L + k(@) UL + da| > 0
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where

V@)
Ho) = B

Note that I + k(z) is diagondly dominant and positive definite if 1 + k(x) > (n — 1)k(z) and therefore the

non-singularity is satisfied if
d>"Tr Alz) and n < 2+ He) M(z)
V() k()

8 Analysis of Crouse 2018 stiffness

author: Hunter Akins, fakins@ucsd.edu, UCSD

The goal here is to get a better understanding of the source of stiffness in the problem analyzed in “Particle
Flow Filters: Biases and Bias Avoidance” (Crouse 2018). First, I show how the stochastic differential
equation randomly rotates each particle in the Cartesian coordinate system (Crouse explains this in the
paper). Second, I show that a simple numerical scheme will cause the norm of each particle to grow. Third,
I suggest a norm-preserving numerical scheme for this specific problem. It is suspected that this is somehow
equivalent to solving the problem in polar coordinates. The analysis here suggests that using numerical
schemes that conserve an appropriate particle quantity (e.g. “leapfrog” method used for integrating particle
paths in Hamiltonian Monte Carlo) may be a way to control stiffness.

8.1 Rotation drift and diffusion

The stochastic ODE analyzed in Crouse randomly rotates partiles in a 2-d Cartesian coordinate system.
Therefore, it preserves the norm of the particles ||x|| Crouse analyzes the particle flow associated with the
stochastic differential equation

dx = f(x,\)d\ + Bdw . (110)
The drift function f
o3y Yy
and diffusion matrix Rt )
_ T _ g Y -y
Q=88" = (i) [ ) (H2)

where z is the angle of a target in a two-d plane, and v = h(x)—z is the innovation. R is the measurement
error variance in radians squared. o2 is the prior covariance on the target position in a two-d plane.

x = [z y]T is the state vector representing the target position in the two-d plane.
We can express f
flan =l [} x (13)
where 2,
a(HXII,A):—W. (114)

For deterministic flow (ignoring diffusion) we see that the effect of the drift at time A is to apply an
infinitesimal rotation matrix to the particle state x.

x(A+dA) = x(A) + fdx = (I + a(A)dA {‘1) ‘01] )x(A) = (I +do()x(\) . (115)

The infinitesimal angle is df(\) = «(||x||, A). The true solution to the problem therefore preserves ||x||.
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The noise covariance has also been chosen to preserve ||x||. This is clear from the Cholesky decomposition

of Q:
R1/252
B=__ %2 |V 0 . (116)
(R||x|]|2+Ao2) |—z O
We can rewrite the diffusion term in the drift equation in terms of a 1-d Wiener process
R1/2452 0 -1 0 -1
where I have introduced § = _(RH?JI/%

Therefore the effect of the stochastic differential equation at time A is to apply a random infinitesimal
rotation matrix to the particle state x:

x(A +dA) = x(A) + fdA + Bdw = [1 + (@(\)dA + Adw) [(1) ‘01} ] x(\) = (I +d0))x(N) . (118)

The infinitesimal angle df consists of a deterministic component dfg.:(A\) = a(||x||,A\)d\ and a random
component df,q,(A) = Sdw. The true solution to the problem therefore preserves ||x||. If, in the course of
numerical integration, the norm ||x|| changes, then the amount of rotation df(\) will change and the particle
after integrating to A = 1 will not converge to the correct angle.

8.2 Effect of discretization

Let’s now examine the effect of discretizing the ODE. Assuming a simple Euler-Maruyama integration with
stepsize h, we have
Try1 = 5 + (ah + BuwVh)y, (119)

and
Y1 = yp — (ah + puvh)ay, (120)

for w ~ N(0,1). In contrast to the true solution, in the numerical solution the norm of x will not be

conserved:
xu1ll = /2201 + 5241 = V1 + (ah + Buv/R)2] x| (121)

There are two things to note here. The first is that ha must be small to keep the norm of x roughly conserved.
The second is that the norm of x will always grow in this numerical scheme (since h(vha + 3)? > 0. If |||
increases, it will decrease differential angle dZ in the stochastic ODE. These observations explain why the
stiffness manifests as a) particles ending up biased to greater range and b) particles stopping before they
reach the measured angle (where v = 0).

AtA=0,a= —ﬁ. This number can be quite large for a precise measurement R < 1, or if ||x|| < 1.

If ha is not small (exactly how small? good question), then the norm of x will change. Since the dynamics
of this system are designed to preserve this norm, diverging from the norm will change the final angle that
the particle ends up at.

8.3 Norm-preserving numerical scheme

Let v = \/1 + (ah + Bwv/h)? (the factor by which the particle state norm increases at each numerical step).
Consider
Thp1 =" (xk + (ah + ﬂw\/ﬁ)yk) (122)

and
yerr =77 (e = (b + Buvia) . (123)

Since the ratio ygy1/zk+1 is unchanged by this rescaling, this scheme will cause the same rotation as the
original scheme. However, the rescaling will preserve the norm. This is probably somehow equivalent to
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solving the problem in polar coordinates. This may also have some link to leapfrog integration, which is
necessary in Hamiltonian Monte Carlo to preserve energy of the particles. In the problem presented in
Crouse (2018), the numerical error increases the norm of the particles. This changes the angular momentum
of the particle at each state. Therefore, perhaps considering numerical schemes that conserve quantities will
lead to better behavior in stiff particle flow.

Forward euler using the proposed norm-preserving scheme avoids stiffness.

8.4 Summary

Analysis of the problem presented in Crouse demonstrates that a simple Euler numiercal scheme will tend
to grow the norm of the particle state vector, in contrast with the true flow which preserves particle norm.

9 A possible homotopy

Author: Maxim J. Goldberg, mgoldber@ramapo.edu, Ramapo College of NJ

Consider L \
g (x)h*(x)

KX)o
where K (A) is the normalization constant. Note that p(z,0) = g(z) and p(z,1) = h(z), which are both
known. We have that:

p(z,A) = (124)

g2 (@) (a)

Squaring p(x,1/2) gives us the goal density, except for the wrong constant. The proposed homotopy will give
rise to a PDE very similar to the one considered by F. Daum (on the left hand side, log h will be replaced
by log h — log g).

The proposed homotopy has the advantage to be “self-checking”, in that if p(x, 1) that is obtained does
indeed match h(x), then p(x,1/2) has a good chance to have been correctly evaluated.

10 Homotopy flows and relative entropy

Contributed by Maxim Zyskin

10.1 Homotopy of probabilities
We consider a homotopy between prior g(z) and posterior g(x)h(z) probability densities given by

logp(x, A) = (1 = M) log g(x) + Alog (g(2)h(x)) + ¢(A) (126)
=logg(xz) + Alogh(z) +c(A),0 <A <1

where p(x,\), x € R™, is a probability density in R™ for all homotopy parameters A\,0 < A < 1, and
¢(\) = —log Z(\) an appropriate normalization to ensure that. Such homotopies were considered by [4]
in the context of computationally efficient multi-dimensional filters. We assume that all the densities are
smooth. Differentiating with respect to A,

% = p(z, N log h(z) + p(z, ) (A). (127)

Since p(x, \) is a probability density, / p(x, \)dz = 1. Integrating (127) over z € Q (and interchanging
e
differentiation and integration),

(D () = —(log h)y, = / (@, \) log h(z)da, (128)

e
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thus
Ip(z, )

oA

= p(z,A) (log h(z) — (log h)p, ) , (129)

and similarly
0?p(z, A
% = p(z, \) (log h(z) — (log h)p, ) + pla, NP (N),

@A) = —((log h — (log h)p,)*)pss

(130)
% = (. M)A, [log h(@), e (V)] + p(a, e (),
M (A) = —(An)p,
10.2 Relative entropy flow
Note that (2)
(log h)p, = / p1(x)log p1(z) dz = Dk, (p1lpo) ,
e Po (131)

(log h)p, = _/ po(z) log Mdﬂﬂ = —Dxkr (polp1) ,
€N n (J?)
where Dk, (P|Q) is the Kullback-Leibler divergence (relative entropy), to do with how different two prob-
ability distributions are. It follows from the Gibbs inequality that Dgr (P|Q) > 0, and Dk, (P|Q) = 0 if
P = @ as measures, thus
(log h)p, < 0,(log h)p, = 0. (132)

Also note that since
e(1=2)po+Ap1

Zhy ik (Z(\)(log b)) = / _ P (1= po)log T = ((p1 = po)log 1)y, > 0, (134)

(as one might expect from an entropy, up to a normalization) , since

(p1 — po) log % =po(h —1)logh,

h ==L and f(h) = (h —1)logh > 0 for any h > 0. For the same reason, all odd derivatives of (log )y, are

non-negative,
1 d2n+1

WW (Z(A)<10gh>p/\) Z O,Tl = O,l,...

Since Z(\) = / e~ MPoFAPL e have that
€N

767 ZN) = (01 = po)ps = (A= 1) po)ypy, (135)

thus (134) implies
s (logh)p, > (7 — 1) po)p, (log h)y, .- (136)

Note that in statistical physics —log Z()) is free energy, and (135) has to do with the rate of the free energy
flow.
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10.3 Fokker-Planck homotopy flow
Our task here is actually to find F' which is generating a Fokker-Planck flow such that

op(z,\) .
D e RV 137
o =divE, (137)

F=—fp+3Q% (138)
(with some f, @ which may depend on p). Knowing F' allows to realize the flow computationally efficiently,
especially in multi-dimensions, via a stochastic differential equation, with the drift term f and covariance of
the noise term Q. )
Note that solving (137) for F is not covered by 2.3.8™) in [13]. Indeed, for any polynomials L;,i =1...n
in n variables ki, ... k,, obviously

S Liki # 1, (139)

as the left hand side does not contain a constant term. We might instead view (137) (or its versions obtained

by differentiating (137) with respect to  and comparing with an equation obtained for Bgi%g)\p from (126),
which eliminates the normalization constant) as under-determined systems for f, Q; however such problem

is not a problem with constant coefficients.

10.4 Gaussian case

As a warm-up, not considering any homotopies yet, note that if z € R, p(z) = %6_352, Z = /m, and

2
g2(x) = Z a;x', is a square trinomial, then F, given by
=0

= [ o) — ey [ ps)is

L L (140)

=5/ (agz + o) p(z) = i (_0‘28833 + 2a1) p(z)

is simply related to p (and does not involve an error function as one would expect from integration of a
Gaussian) since integration by parts
[Z e ds = zem™ +2 [ 5% ds, (141)

is reducing the integration of s? to integration of a constant, while the constant and linear terms are easy to
deal with directly.

The general Gaussian case can be reduced to the above. Computationally efficient formulas in this case
are already known , and it is not our goal here to re-derive those; we will just would like to elaborate on
why the error function need not to appear in the general Gaussian case. So let

p(z,A) = ﬁ exp (—Q2(z,N)) , Q2(z, \) = 2T Az + bl z,
Ay = (1 - /\)AO + AA1, by = (1 - /\)bo + Aby,

log h(z) = —xT5 Az — 6b"x (up to a constant),

0A = Al — Ao = %A,\,(Sb = b1 - bo = %b)\

(142)

As the matrix A, is positive-definite, and both Ay and JA are symmetric real matrices, they can be simul-
taneously diagonalized; while the linear term bz can be eliminated by a shift in . Thus there is an affine
change of coordinates

x = Sy + v, such that

Q2 = —y®,logh = y"D(N)y + by + &(N),

where D()) is a diagonal matrix. We can now use separation of variables and the warm-up example above,
to see that error functions can be avoided. As we are free to chose which variable to integrate in order to
get F' (transformed to the new y coordinates as a vector, accordingly), and we will integrate with respect to
yi, similarly to (140), the terms in log h involving y;, for all i = 1,...n.

(143)
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10.5 Non-Gaussian cases

We may not get low-complexity answers here, as in the Gaussian case, but we will accept answers in the
form of special functions or solutions of ODEs with respect to homotopy parameter A as sufficiently low
complexity, while integrals over x are treated as high complexity (which they would be, in multi-dimensional

x setting). See also [5].

1 —at

Let us consider simplest example, homotopy between probability distribution 7€ and a Gaussian

x

Z%e* ’ probability distributions on R,
p(xv )‘) = ﬁ €xp (7q2,4(‘r7 )‘)) ;42,4 = )\zZ + (1 - )‘)‘T4a 0 § A < 1,$ S Ra (144)
log g(x) = —x*,log h(z) = 2* — 22.

Some simplification here is possible by taking 2% as a new variable, yet we will consider this example for
illustration, and in a manner such that different powers of x can be treated in a similar fashion. To compute
F

9

—F =75 / exp (—g2,4(s,\)) (s* — 5%) ds =
< o (145)
- Z21(>\) / exp (—q2,4(s, \)) ds[ exp (—g2,4(s, ) (54 — 52) ds

we need to deal with integrals of the form

I(TL,)\|£C) = f:o 67()‘82+(1*)‘)54)snd5 = )\"Il Z(TL,Q)\|£U)\),(1)\ = Wﬂgk — .’t(l _ )\)1/4’
Z(n,alz) = / ems'—as® s"ds, (146)
Z(n,a) :=Z(n,a| —o0) = / e 0 gnds

Differentiating, we have that
%Z(na alz) = —Z(n + 2,alz),

(147)
guz Z(n.alz) = Z(n + 4, ala),
while from integrating by parts we have a recursion relation
1 — —z*—ax? n+1)
Z(n+4,alr) = ; ((n+1)Z(n,a|x) 2aZ(n +2,alx) + e T , (148)

Z(n+4,a) =L ((n+1)Z(n,a) — 2aZ(n +2,0)).

As the three functions, Z(n,a) and its first two derivatives with respect to a, can be expressed as a linear
combination of just two functions, Z(n,a) and Z(n + 2,a) by using the recursion relation, it follows that
Z(n,a) will satisfy a liner second order differential equation (with respect to the a variable), and the same
is true for Z(n,alx). Those equations are

9a® ~ 20a 1
R P 149
The initial conditions,
Z0.0) = F0+ O [EE] £ 2al, o= -h0+ OO
Z(n,0|x) = iI‘ [1"’42",:104} , %Z(n,a|x)|a=0 = —iF [322”,:54] ,
where I' [m, 2] := [ e *s""'ds,T [m] =T [m,0]. Now, write
Z(n,a) := wy, (‘14—2) v Z(n,alz) = wy p (‘%f) (151)
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thus
£0.Z(n,a) = .
02Z(n,a) = “wa;{ (aj) + %wib (’14—2) ,

and the same relations hold for Z(n, a|z), wy, » (‘1—2) Therefore , the equations (149) in terms of the functions

(152)

w,, read:
(td? + (53 —t) de — ) n(t) =0, (153
(td? + (3 —t) dy — L) wy, o (1) = 7@ ~2VE gt (154

Equation (153) is the Kummer’s equation, solved by the conﬁuent hypergeometric functions, and (153)
is an inhomogeneous version of the same equation, defining a sort of ”incomplete” version of confluent
hypergeometric functions, by analogy error functions or incomplete I' functions. The solution may be
expressed as a series, by expanding Z(n, a) in powers of a; or by solving ODE; or by computing corresponding
integrals The ”complete” versions of those are coded in Matlab and Mathematica, quite efficiently. In view
of the boundary conditions, it follows that

)
)

Z(n,a) =2"2""T |5 +n] KummerU [il % "Z} . (155)
Note that the above considerations describe a flow from quartic (e = 0) to Gaussian (a — 00), as it is easier
to establish connection with already known special functions. An alternative is to differentiate the integrals
I (n, \|z) with respect to A, and to use recursion relation emerging from integrating by parts to arrive at
a second order differential equation for those integrals. All the steps are similar, but formulas are more
cumbersome and the relationship with hypergeometric functions is more obscure in that way.
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