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1 Introduction

The primary function of the kidneys is to filter and remove waste from the body thereby

maintaining several features of physiological homeostasis. Kidney health can be estimated

by the Glomerular Filtration Rate (GFR) which represents the total of the filtration rates

of nephrons in the kidney. It is typically measured in ml/min. A lower GMR is associated

with lower kidney function while the normal values remain in the range of GFR > 90

ml/min. Chronic Kidney Disease (CKD) is a pathological condition where the kidneys

become degraded over a period of time. CKD is considered a public health problem char-

acterized by a silent disease progression and gradual decline which can lead to End Stage

Kidney Disease (ESKD) reflecting kidney failure (GFR < 15 ml/min) and requiring reg-

ular dialysis or a transplant. According to the CDC in 2021, 15% of adults in the US

(more than 1 in 7 people) have CKD and around 786,000 people are living with ESKD

[1]. Early intervention in CKD patients can lead to an improved quality of life by slowing

down the progression of CKD and reducing healthcare expenses [3]. According to the

United States Renal Data System 2022 Annual Data Report Medicare spending for ben-

eficiaries with CKD (not including ESKD) ages 66 or older exceeded $75 billion in 2020,

representing 25.2% of Medicare spending in this age group and Medicare-related spend-

ing for beneficiaries with ESKD totaled $50.8 billion in 2020 [2]. Mathematical modelling

has been of critical importance in developing inexpensive methods for estimating kideny

health. One important contribution has been in evaluating Estimated Glomerular Filtra-

tion Rate (eGFR) rather than directly estimating GFR using more expensive techniques

like exogenous filtration markers [9, 6]. Predictive models and dynamic risk stratification

algorithms can aid in identifying patients at high risk of CKD degeneration (e.g. through

changes in controller/BP medications and adjustments in diet, sleep, and exercise) as

well as insights on how to manage and screen outpatients with CKD [11]. The Kidney

Failure Risk Equations are a widely accepted tool for predicting the probability of kidney

failure in patients with stage G3-G5 CKD. These equations use either 4 variables or the

more accurate version with 8 variables at a point in time to evaluate the probability of

kidney failure in 2 to 5 years [10].

2 Literature Review

In order to investigate the challenges associated with accurate prediction of the risk

of kidney diseases a number of machine learning models have been implemented with

various datasets which identify parameters relevant to CKD. In Bai et al.’s [3] study,

five machine learning models were tested to predict end-stage kidney disease (ESKD)

in CKD patients over five years. The random forest model performed best overall, with

an area under curve (AUC) of 0.81, while ML models showed higher sensitivity than

the traditional Kidney Failure Risk Equation (KFRE). The results indicated that ML

models can be more effective for early screening of patients at risk of ESKD.

Xiao et al. [11] supported Bai et al. [3] by showing that linear and ensemble-based

learning models performed best in predicting 24-hour urinary protein outcomes for CKD

patients. Using nine predictive models and various blood tests and demographic features,

they found that logistic regression was the top performer with an area under receiving
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operator characteristics curve (AU-ROC) of 0.873. Key predictors of CKD progression

included albumin, serum creatinine, triglycerides, low density lipoprotein (LDL), and es-

timated glomerular filtration rate. Elastic Net had the highest sensitivity, while XGBoost

had the highest specificity.

To model temporal distributions classical statistical methods have been used by Ye et

al. [12] who utilized Cox proportional hazards regression to develop a predictive model

for three-year adverse outcomes in East Asian CKD patients. The model, visualized as a

nomogram, demonstrated high discrimination with C-statistics of 0.90, 0.91, and 0.83 for

development, internal validation, and external validation datasets, respectively. Calibra-

tion plots indicated strong agreement between predicted and observed outcomes. Deci-

sion curve analysis highlighted the nomogram’s superior clinical value over eGFR alone,

particularly at critical threshold probabilities. Understanding the parameters relevant

to modeling and tracking risk associated with CKD involves large volume of datasets.

While the current modeling approaches use a well established dataset, we have been able

to identify several other datasets with well defined parameters which promises better

prediction capabilities.

The KFRE is a tool that helps predict the risk of end-stage renal disease (ESRD)

and the need for dialysis or a kidney transplant within 2–5 years for people with CKD.

It uses four key factors: age, sex, urine albumin-to-creatinine ratio (ACR), and eGFR.

Recently, a study by Major et al. [7] aimed to validate how well these predictors work.

They found that the recalibrated KFRE accurately predicted the risk of ESRD at both

2 and 5 years when used in primary care settings. Based on these findings, the authors

suggested that using this model in primary care could help reduce unnecessary referrals

to specialists and ensure that patients who are at higher risk of developing ESRD are

referred earlier. This could improve patient outcomes by providing timely interventions.

Additionally this data contained parameters such as Albumin-to-creatinine ratio (ACR)

and EPI-EGFR which are critical to CKD detection.

We have additionally identified another robust dataset from the works of Mota-

Zamorano et al. [8] which highlight the role of arachidonic acid (AA)-derived eicosanoids

on Diabetic Kidney Disease (DKD). Their results demonstrate that levels of vasoac-

tive eicosanoids in plasma and urine are linked to kidney function, as shown by protein

levels in the urine (proteinuria) and estimated glomerular filtration rate (eGFR). More

importantly, we found significant differences in these levels between patients with dia-

betic kidney disease (DKD) and non-diabetic individuals. These findings support that

AA-derived metabolites in plasma and/or urine could be helpful in diagnosing DKD, a

condition that still lacks reliable biomarkers.

Due to the multifactorial and complex nature of CKD, recent advances in predicting

the factors relevant to predictive diagnosis uses supervised learning. In a recent study,

Dritsas and Trigka [4] analyzed the application of machine learning methods to forecast

the likelihood of chronic renal disease. They highlighted that machine learning could

enhance the accuracy of CKD risk prediction models due to its ability to handle large

datasets and identify complex patterns. Additionally, the authors explored methods for

determining the appropriate diet plan for CKD patients by using various classification

techniques such as multi-class decision trees, multi-class decision forests, multi-class logis-

tic regression, and multi-class artificial neural networks (ANN). Their findings revealed
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that the multi-class decision forest achieved the highest accuracy (99.17%) compared to

the other models. Their study also addressed some drawbacks of predictive methods,

including the necessity for high-quality data and the risk of overfitting.

3 Virtual Care Management’s in
uence on Patient Outcomes

In order to analysis and give more insights into the performance of virtual care manage-

ment by Vironix, we use four datasets collected by Vironix. These datasets are patient’s

Demographics, Observation records, Encounter records, and Questionnaire results. The

Demographics dataset contains the patient’s profile data such as age, gender, height,

weight and disease history. The Observation datasets contains all the entries recorded by

the patient on the Vironix platform. These entries include body mass, heart rate, blood

pressure, oxygen saturation and other health indexes that could be recorded without

a medical provider. The Encounter dataset contains the records of every doctor visit

of each patient, including the start date, end date, and encounter type for each visit.

The Questionnaire dataset contains information that is filled by patients when they have

any symptoms. We used these datasets to analysis the compliance of patients and the

influence of Vironix’s virtual care management on patients.

In the first dataset, we were provided with the demographics and medical history of

the patients enrolled with virtual care management by Vironix. First, we parsed the

dataset originally in json format to obtain all the relevant information in the columns

of our dataframe. We cleaned the original dataset and created sub-datasets only con-

taining demographics information with the goal of understanding Vironix’s customer

demographics. In the following sections, we will show the results we got from combining

it with the Observation dataset and the Encounter dataset.

3.1 Observations

The original observation data set has all type of health information mixed together,

which means values of different meaning and units are combined together. Therefore, we

separated the observation dataset into multiple small dataset based on the type of each

entry, such as body mass and blood pressure. After dividing the observation data into

small datasets, we visualized each small dataset to have an overview of the observation

data (Figure 1). From Figure 1, we noticed that most of the observations were obtained

by people who has regular health index, which is expected since most people are in

average healthy condition. From the histogram of body mass, we can also notice that

there are more data points on � 150kg, which means overweight patients are more likely

to record their weight.

On the other hand, we also want to see how population distribution is along different

number of observations. Firstly, we tried to plot the relationship between the average

health index and the number of observation entries we have (Figure 2).
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Figure 1. Histograms of number of observations over different health indexes

Figure 2. Scatter plot of number of observations over different health indexes: In these

plots, each point represents a single patient. The x-axis is the average of all inputs of the

patient. And the y-axis is the number of observation entries the patient made.
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We plot the population density along different number of entries (Figure 3). From these

pictures we could see that most patients having fewer inputs, which means we could be

adding more notifications for patients to record.

Figure 3. The histograms for the population distribution with different number of ob-

servation entries.

After exploring the Observation data set, we combine the Observations and the De-

mographics datasets. By analyzing the number of observation entries from different age

groups by using the demographics data set, we found that male patients monitored their

observation on Vironix platform more than the female patients (Figure 4).

Figure 4. Frequency of using the Vironix platform by gender distribution

We studied the same frequency with respect to the age distribution of the patients and

observed that individuals between 75 to 85 years old recorded the most observations.

(Figure 5)
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Figure 5. Frequency of using the Vironix platform by age distribution

We wanted to understand if similar trends show when we make these comparisons

with only a specific vital monitoring instead of all vitals. We found that the trend indeed

remains the same as seen in the following graph where we compare the frequency of

noting heart rate with respect to gender and age distributions respectively (Figure 6).

(a) Gender distribution for heart rate
monitoring

(b) Age distribution for heart rate monitoring

Figure 6. Frequency of recording heart rate by demographics distribution

3.2 Encounters

The encounter dataset contains information about encounter class (inpatient, outpatient,

virtual, emergency and unknown type of data) and encounter types (virtual telehealth

check, follow-up visit, emergency, routine checkup, hospital admission, specialty con-

sultation, etc.). It also has information about the start date of the encounter which is

collected from the medical history of the patient. We assumed that for all the patients,

they started using the Vironix platform from 2021-01-01.
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Figure 7. Monthly Frequency of Encounters Before and After Enrollment with the Vi-

ronix System

We created a dataframe about number of encounters of patients monthly and as well as

yearly before they enrolled in Vironix system and after they enrolled in Vironix system.

From figure 7, we can see monthly frequencies of encounters for each patient before and

after enrollment on the Vironix platform. However, we weren’t able to conclude the exact

pattern as we see lots of variation. It happened due to shortage of data for each different

type of encounter. In the sub-dataset representing encounters before using Vironix, more

than 90% data was unknown about the type of encounters.

We wish to see what type of patients engage with the clinical staff most often. From

figure 8, we can conclude that males around the age group of 51-60 engaged more with the

clinical staff and females around the age group of 71-80 engaged more with the clinical

staff.

Figure 8. Number of encounters with clinical staff by age group and gender

From figure 9, we conclude that females engage more with the clinical staff than males.
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Also, the average age for female interacting more with clinical staff is 71 and average age

for male interacting more with clinical staff is 62.

Figure 9. Genderwise comparison of number of encounters with the clinical staff

We wanted to study how these demographics impact the number of medical encounters

patients have after joining Vironix but observed that we do not have enough data to make

significant conclusions about it. We suggest collecting data for a longer period of time

regarding the patient’s encounters and the types of encounters (like outpatient, ER,

inpatient, hospitalization, etc.).

3.3 Using Machine Learning and Clustering Algorithm for Early Detection

and Prevention

3.3.1 Multiple Linear Regression Model

Using the multiple linear regression analysis, we find the function to predict patient’s

average heart rate based on their other characteristics (smoking habits, age, gender,

height, weight and average heart rate): f(average heart rate) = 1:81 � smoking habit �
0:092 � age + 1:80 � gender + 0:036 � height + 0:054 � weight . Figure 10 shows the actual

average heart rate versus the predicted average heart rate for the test data.

Figure 10. Actual average heart rate versus the predicted average heart rate

The coefficient of determination R2 = �0:17 which implies a poor model fit or inap-
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propriate features. We suggest that the above characteristics including the average heart

rate should be used to predict the number of encounters of patients with the hospitals

when more such data is made available. It would be more useful and practical that a

multiple linear regression model is used to predict the number of encounters of patients

with the hospitals based on some measurable patients characteristics. It may accomplish

Vironix’s goal to reduce the number of hospitalizations.

3.3.2 Clustering Algorithm (K-Means Clustering)

We apply K-Means Clustering algorithm to classify patients based on six characteristics

(smoking habits, age, gender, height, weight and average heart rate) of the patients.

Figures below show a 2D and 3D plot of patients being divided into three clusters,

respectively. We can see how the three clusters relate to the three characteristics age,

average heart rate and weight. Cluster 1 (in yellow dots) mostly consist of patients who

are overweight and have high average heart rates. Cluster 2 (in green dots) mostly consist

of patients who have high average heart rate. Cluster 3 (in purple dots) mostly consist of

patients who are older and medium to high average heart rate. This result may suggest

that patients in clusters 1, 2 and 3 are the patients who should be monitored frequently,

moderately and occasionally, respectively. Also, by identifying which patients may need

to be monitored closely can help achieve the goal of early detection and reduction in

hospitalization events.

(a) 2D plot of three clusters of patients (b) 3D plot of three clusters of patients

Figure 11. K-means clustering on patient characteristics

4 Modeling degradation of CKD using GFR

The dataset used for this modeling is the Chronic Kidney Disease Research of Outcomes

in Treatment and Epidemiology (CKD-ROUTE). It is an observational cohort study of a

representative Japanese population with stage G2±G5 chronic kidney disease according

to the Kidney Disease Improving Global Outcomes (KDIGO) classification, excluding

patients undergoing dialysis. Over 1,000 participants were enrolled at the Tokyo Medical

and Dental University Hospital and its 15 affiliated hospitals in the Tokyo metropolitan

area of Japan. Details of the study can be found in [5].
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The dataset consists of 1,138 observations with 51 variables. Some of the key features

included in the model are: eGFR: measured at six different time periods (0M, 6M, 12M,

18M, 24M, 30M, 36M), Serum Creatinine Level, Serum Albumin Level, Hemoglobin

Level, Body Mass Index (BMI), Blood Pressure Level, Demographics etc.

Degradation of kidney function is a process that is often described using an estimate

of its Glomerular Filtration Rate (eGFR). This is a quantity that this measured in the

dataset found from [5]. We would like to find statistical methods to observing the change

in this quantity across the three years the data was gathered. In particular, we want to

understand how important and easy to access features of a patient change the kidney

malfunction progression. To this end we came up with four main methods or models.

These are listed below:

(1) Gaussian Process Regression: Here we take a parameter-free Bayesian regres-

sion approach called Gaussian Process (GP) Regression. A GP is a collection of

random variables, any subset of which has a joint Gaussian distribution. In the con-

text of regression, a GP defines a distribution over functions, where each point in

the domain has a mean and standard deviation that follow a Gaussian distribution.

(2) Deep Learning Model: Here we use three layers of neural networks with a

training dataset and a mean square error loss function to predict eGFR values from

initial time eGFR values, demographic variables, and health-related variables. The

results here showed the most promise.

(3) Classical Decay Model: Here we take a more agent based approach. Namely,

we assume that the filtration rate is based on a set of “filters” in the kidney and

that this filters degrade in time loosing this capacity to filter. In this simple model

we also assume that the filters are not repaired or replaced as they wear out. With

this understanding we get the following equation for the eGFR.

(4) Chain Decay Model: In this case we bring in the fact that kidney disease

progresses in multiple stages and that the filtration rate has a different rela-

tionship with features at different stages. We also add in the possibility of re-

pair/replacement for the aforementioned filters.

The later two parameterized models are verified using curve fitting of the data from

the [5] paper.

4.1 Predicting eGFR Decay Using Gaussian Process Regression

Gaussian Process Regression is a fairly simple parametric-free Bayesian regression ap-

proach with a few distinct advantages. The parametric-free nature hopefully allows the

model to capture the complex interactions between a patient’s vitals and their expected

kidney function over the next couple of months. Furthermore, the probabilistic nature of

the model allows for quantification of uncertainty, which is crucial for risk-adverse deci-

sions often seen in a clinical setting. This modeling approach was applied to two separate

predictive outcomes to kidney health: eGFR six months from now, and the deterioration

rate of eGFR over the next thirty-six months. Both metrics for future kidney function

can hopefully aide in informed decisions.
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4.1.1 Modeling eGFR in Six Months

One of the most basic questions that can be asked is what is the eGFR rate a few months

into the future. Given the dataset that was provided, we chose to only predict what the

eGFR rate was six months out. Thus we trained our model on what the patient features

and their eGFR levels when they first appear at the hospital. Figure 12 shows the results.

Unfortunately, the results of using GPR to predict this rate did not get results close

to what would be useful within a clinical setting. A better kernel would vastly improve

its performance. Despite this, GPR does start to approximate the distribution of results

that you would expect to see.

Figure 12. A comparison of the true versus predicted distribution by using the GPR

model to predict patient eGFR 6 months out.

4.1.2 Modeling eGFR Deterioration Rate

One metric that clinicians might be interested in, is the rate in which the patient dete-

riorates over the next period of time. Given the slow acting nature of chronic diseases,

controlling deterioration rates can be an effective way of preventing negative health out-

comes in patients. When a patient has their eGFR measure, the clinician will need to

decide if any intervening action should be taken. The deterioration rate should capture

all the information the physician should need to make this decision.

In order to train out GPR model, we need to calculate the deterioration rate of patients

over the next thirty-six months. Naively if eGFR0 is the initial eGFR of the patient, and

eGFR36 is the eGFR of the patient thirty-six months later, then the deterioration rate

could be given by eGFR36�eGFR0

36 . However given the noisy nature of both the nature

of eGFR measurements and the long list of confounding variables potentially affecting

eGFR, this approach is likely to be inaccurate. Instead we calculate deterioration rate

d36 to be the slope of the line of best fit that passes through the initial eGFR and

best approximates eGFR measurements over the next thirty-six months. This can be
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calculated through a standard least squares approach:

A =

2666664
0 1

6 1

12 1
...

...

36 1

3777775
~b = [eGFR0; eGFR6; eGFR12; : : : ; eGFR36]

>

~x = [d36; eGFR0]
>

~x = argmin~xkA~x�~bk2

After calculating the deterioration rate for each patient, we can then use this as the

target variable for our GPR model. We can then use the other features of the patient to

predict the deterioration rate of the patient.

Figure 13. A comparison of the true versus predicted distribution by using the GPR

model to predict patient eGFR deterioration rate. Of note is the tendency for the model

to predict positive health outcomes when it should not.

The results of such a model are given in the file gpr.ipynb and in figure 13. The

model does not perform as well as just predicting 36 months out. Furthermore, the

model tends to predict that patients won’t deteriorate as much as they actually do. The

second column in figure FIGURE exemplifies this. Perhaps finding a better kernel for

the model will improve results. A GPR model is likely not the best model for this task,

however we believe that predicting deterioration rate rather than just eGFR thirty-six

months out is a useful metric.
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